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Toward Automatic Process 
Simulators: Part I—Modular 
Numerical Procedures 
This paper presents a general design approach involving automatic, intelligent pro
cess simulation procedures. The aim is to derive a general set of design principles 
and methodologies that can be developed into computer-assisted procedures. This 
first part deals with numerical, quantitative calculations, i.e., with what commonly 
goes under the name of ' 'Numerical Process Simulation.'' It is argued that the 
existing design methods can result in computer codes or packages that perform 
exactly (and deterministically) the numerical operations an engineer would perform. 
It is also shown that modularity in these codes is dictated by the necessity of automati
cally implementing numerical procedures that depend on the structure of the process 
under examination, rather than by user's convenience and ease of maintenance. An 
example of a modular, structure-oriented code (CAMEL) is given and discussed in 
detail, while numerical applications are discussed elsewhere [4]. The second part 
deals with the more complex qualitative approach to process design, i.e., with the 
possibility of implementing automatic "expert" procedures that perform the same 
conceptual tasks as human process engineers. It is shown that by means of Artificial 
Intelligence techniques it is possible to mimic (to an extent) the "thinking patterns" 
of a human expert, and to produce process schemes that are both acceptable and 
realistic. A general process synthesis package (COLOMBO) is described and some 
of its applications discussed. The main goal of the two parts of the paper is to show 
that the very complex activity of process design can be executed automatically, not 
only in principle, but in actual applications, and that both qualitative synthesis 
and quantitative calculations are possible with the present state of the art of our 
computational facilities. 

1 Introduction 
The first part of this paper presents an explicit mapping of 

the conceptual activities that constitute a "process design task" 
into a series of well-posed, complete, and general numerical 
procedures. In spite of the fact that there is a substantial number 
of "design manuals" (for thermal sciences, see e.g., [6]) and 
"design procedures" (see [1, 14]) that process engineers can 
consult to choose the most proper approach to a particular prob
lem, there is on the one hand a remarkable lack of generality, 
in that for instance procedures that apply to the design of a 
wastewater treatment process cannot be used even in principle 
to design a fluidized bed system, and on the other hand an 
obvious repetition: All procedures involve mass and energy 
balances at some point. With the advance of numerical tech
niques, virtually every procedure has been "computerized," so 
that engineers can avail themselves of a multitude of ' 'computer 
tools" in the majority of their process design activities. There 
is, however, a frustrating lack of coordination among different 
procedures, so that the potential user, however experienced, is 
usually confronted with a very confusing situation when search
ing for a general simulation tool. There are in fact many codes 
that perform nominally the same task, giving (sometimes sub
stantially !) different results when applied to the very same prob
lem; in addition, each code uses its own set of property tables, its 
own input/output format, etc. Finally, with very few exceptions, 
these codes are not mutually compatible, i.e., the output from 
any of them cannot be used as the input to any of the other, 
not only because of the respective formats, but rather because 

Contributed by the Advanced Energy Systems Division for publication in the 
JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received by 

the Advanced Energy Systems Division December 15, 1996; revised manuscript 
received July 7, 1997. Associate Technical Editor: M. J. Moran. 

the quantities taken to represent a certain physical process are 
not the same in different codes. 

The first part of this paper is aimed precisely at the bridging 
of this conceptual gap: detect all the similarities in known design 
procedures, construct a suitable knowledge base, and implement 
a general modular procedure that can assist the engineer in the 
largest possible number of process design calculations. The or
der of presentation of the material is historical/logical: It begins 
at the hand calculator level and proceeds toward a fully inter
active and entirely modular process simulator. The path is made 
clear from the beginning: We are trying to extract from the 
various engineering activities all the essential knowledge that 
pertains to engineers, with the final goal of transferring this 
body of knowledge, in some form suitable to machine communi
cation, to a "universal process simulator," that can then be 
applied with a high degree of confidence to a wide variety of 
particular process simulations. 

2 How It Began: Process Simulation With Property 
Tables and Hand Calculator 

Consider a relatively simple engineering problem: the design 
of a combined heat and power plant, featuring a gas turbine/ 
generator set to produce the required electrical power Pel and 
a waste heat recovery boiler—fed by the gas turbine exhaust 
gas—to produce the required heat rate Q. The problem is prop
erly formulated: Both Pei and Q are specified, and the additional 
design constraints are complete and congruent. The fuel is gas 
turbine oil with a known lower heating value (LHV). The 
maximum permissible pressure ratio and maximum safe turbine 
inlet temperature have been chosen. The design values for the 
air and water physical properties have been specified, and the 
emission limits properly set. 

Journal of Engineering for Gas Turbines and Power JANUARY 1998, Vol. 1 2 0 / 1 
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Fig. 1 Physical versus functional representation of a gas turbine/heat 
recovery process 
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Suppose we have no other computational means than a hand 
calculator and a (possibly graphic) set of air and combustion 
gas properties (like [2] and [13], for example). We might 
proceed through the following calculations, where the subscripts 
refer to Pig. 1: 

(A) Compute the gas turbine cycle 

step (1) Find T2, the temperature of the compressed air entering 
the combustion chamber: 

T2 = f\(Tt, pz,pu kA„ r)cM) (1) 

step (2) Find/>3, the pressure of the combustion gas exiting the 
combustion chamber: 

Ps = p2 - Ap2- (2) 

step (3) Specify T3, the maximum allowable gas temperature 
at turbine inlet: 

^ 3 ~ •* max 

step (4) Compute the fuel-to-air ratio: 

a = f2(T2, T3,c, P.2-3 Vcc) 

(3) 

(4) 

step (5) Compute T5, the gas turbine exit temperature: 

T5 = / 3 (T 3 , p 3 ,Ps , k3, 7],,u) (5) 

step (6) Compute the specific turbine work output: 

w, = (1 + a){h3 - h5) « (1 + a)(cp,37/3 - cPt5T5) (6) 

step (7) Compute the specific compressor work requirements: 

wc = h2 - hi «* cpaT2 - cpATi (7) 

step (8) Compute the net specific electrical output: 

Wei = (w, - wc)r)mr]ei ( 8 ) 

Fig. 2 Process diagram of the simple gas turbine cycle of Fig. 1 

step (9) Compute the required mass flow rate of air: 

ffl, = P/Wei (9) 

(B) Compute the steam generating process 

step (1) Compute the maximum allowable steam temperature 
(AJpinch is specified): 

AT, pinch (10) 

step (2) Compute the enthalpy of the water at boiler inlet: 

/ ! 7 = / 4 ( r 7 , P 7 ) ( i i ) 

step (3) Compute the enthalpy of the steam at the condenser 
inlet: 

hi = f5(Ts, pB, xt) 

step (4) Compute the steam mass flow rate: 

ms = Q/(hs - h7) 

step (5) Compute the gas temperature at stack inlet: 

T,= 
1 

LP,6 
CpMS 

r\hrb(\ + u)m, 

(12) 

(13) 

(14) 

In these equations, fx . . . /5 are thermodynamic relations in
volving the isentropic compressor and turbine efficiencies, the 
energy balance for the combustion chamber, the definition of 
enthalpy, etc.; they are well-known expressions and can be 
derived in closed form. However, if graphic property data are 
available for air and water, then Eqs. (1) and (5) can be re
placed by an easy geometric construction (Fig. 2), Eqs. (6) 
and (7) can be directly read from the table, and Eqs. (11) and 
(12) can be entirely dispensed with, because enthalpies are 
directly read off the Mollier diagram. 

Nomenclature 

a = numerical underrelaxation factor 
alt = alternator (electrical generator) 
a = fuel-to-air mass ratio 
P = compression or expansion ratio 
cp = specific heat at constant pressure, 

kJ/kgK 
c„ = specific heat at constant volume, kJ/ 

kgK 
i) = efficiency 
h = specific enthalpy, kJ/kg 
K = steam-to-air mass ratio 
k = ratio of specific heats = cp/cv 

LHV = lower heating value, kJ/kg 
m = mass flow rate, kg/s 
p = pressure, Pa 

Pei = electric power, kW 
ps = power splitter 
Q = heat flow, kW 
t = time, s 

T = temperature, K 
w = specific work, kJ/kg 

Subscripts 
1,2. . . = referred to states 1 , 2 , . . . 

air = referred to air 
c = compressor 

cc = combustion chamber 
el = electrical 

hrb = heat recovery boiler 
/ = ideal 

is = isentropic 
m = mechanical 

pinch = referred to a pinch point 
t = turbine 
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With no lack of generality, the isentropic efficiencies, the 
A F s and Ap's can be thought of as "design constraints" and 
assumed as known. Notice that there are some intermediate 
checks that have to be recognized: for instance, if wc > w,, it 
will be necessary to iterate between steps (1) and (7) with 
different values of p2. Or, if T6 turns out to be lower than the 
minimum acceptable stack gas temperature, it will be necessary 
to lower Ta or provide the heat recovery boiler with an after
burner. 

The foregoing calculations are simple, and, with a minimum 
of engineering experience on the part of the designer, can result 
in a well-defined process scheme. This type of solution can be 
a very tedious task, however, especially if different sets of 
design values have to be considered. And, it is very much prone 
to human error ("miscalculations"). Note, in particular, that 
Eqs. (1) , ( 4 ) - ( 7 ) , (11), (12), (14) require property values 
that have to be extracted from the air and steam tables; both 
the numerical and graphical interpolations can be sources of 
errors. In any case, this calculation represents a proper process 
calculation procedure, and is an example of what we want to 
replace with an automatic, computer-assisted method. 

3 The Notion Of "Process Simulation" 
To limit the scope of the investigation and to make the 

goals more precise, let us give a general definition of the 
engineering activity that goes under the name of Process 
Simulation (of which an elementary example was given in 
Section 2) . Denote by P an otherwise unspecified physical 
process and assume that the task is to calculate all the relevant 
quantities that identify P for all practical engineering pur
poses. This means that we will in general be concerned with 
problems that can be treated using the continuum hypothesis, 
the principles of engineering thermodynamics, etc. Processes 
that require a relativistic description or which by their nature 
defy the notion of continuum, etc., are not explicitly consid
ered. However, such exceptions can be easily treated by re
laxing some of the basic constraints. 

Whatever the complexity of a process, it is always possible 
to break it down into subprocesses that are simpler, either be
cause they are composed of a lower number of "elementary" 
thermodynamic transformations or because they refer to a 
smaller number of participating media. By repeating this split
ting procedure as necessary, it is possible to reach a point at 
which the physical description of the single, complex process 
P can be shown to be equivalent to the description of several 
simpler interconnected subprocesses P i . . ,Pn. With no lack of 
generality, we will assume here that this decomposition has 
already been performed; and that, once the subprocesses have 
been simulated, it will be possible to re-assemble these Pf's into 
the original process P. 

As shown in Fig. 3, the description of P can be in principle 
represented by an operator Ft, which acts on the inputs to 
produce the outputs. Thus, "calculating" P means finding a 
suitable formal expression for n (called the transfer function 
of P ) , applying it to the inputs \ (j = 1. . . / ) and deriving 
numerical computable formulae for the outputs Ok (k = 

1. . .p), where O and I denote the output and input vector 
respectively: 

o = n<i> (15) 

In the most general case, n is a nonlinear matrix operator 
linking all of the outputs with all of the inputs. No limit has 
been imposed on the form of operator 11: It can be algebraic, 
differential, integral-differential, steady or unsteady, etc. The 
form that n takes will of course determine the number and type 
of necessary boundary (and/or initial) conditions, i.e., a certain 
number of design data, which quantitatively define some of the 
inputs or outputs. 

On the basis of these considerations, we are now in a position 
to give an exact description of process simulation: Given a 
certain well-defined physical process, we aim to: 

(/) devise a suitable representation for it in terms of its sub-
processes, if necessary, 
(ii) find a formal mathematical representation for its transfer 
function n , 
(Hi) acquire all necessary boundary and initial conditions, 
(iv) solve the system (15) for each subprocess, and 
(v) assemble the partial solutions into the global solution. 

In the following sections, each of the process simulation steps 
is analyzed with the objective of extracting a sufficient number 
of general principles that can be implemented in automatic 
numerical procedures, rather than by hand calculations such as 
described in Section 2, or by means of mathematical optimiza
tion techniques that, though definitely superior in their ability 
to locate actual optimal operating and design points, are not 
modular, and therefore not of general applicability [5, 15, 17]. 

4 Automatic Calculation of Material Properties 

The first step to improve the approach of Section 1 might 
be to develop "material properties routines" that provide the 
thermodynamic quantities of interest (enthalpy, entropy, satura
tion values, steam quality in the wet region, specific heats, etc.). 
These calculations are carried out on the basis of interpolating 
formulae that can be specific for the particular fluid under con
sideration, or of general validity for a certain set of fluids. 

Both types of routine are presently available, and both can 
be developed in such a way as to yield a high degree of accuracy 
while still retaining a relatively high degree of efficiency. Since 
deficient property routines can be very detrimental for the over
all accuracy of the calculations, it is advisable to use only well-
tested and well-documented packages (like [13], for example). 
These routines can be used either in "manual" mode, i.e., by 
plugging into them the values of the known parameters and 
deriving the outcome, or in "automatic" mode, i.e., by using 
them on some kind of calculator (for example, one of the hand
held programmables). If a set of these routines is available, 
Eqs. (1) and (5), and consequently (6) and (7), can be directly 
computed in closed form, and the same applies to Eqs. (11) 
and (12). The advantages in terms of the repetitivity and of the 
accuracy of the solution are apparent; still, the entire procedure 
is essentially based on hand calculations that are time intensive 
and prone to error. 

Fig. 3 Definition of the Process Transfer Operator, n 
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5 Automatic Calculation of Thermodynamic Rela
tions 

To devise a fully automatic procedure for the calculation of 
the gas turbine cycle of Section 2, let us now turn to the possibil
ity of implementing a numerical procedure for the calculation 
of the thermodynamic relations, Eqs. (1) — (14). Here, we are 
immediately faced with a fundamental problem common to all 
numerical process calculators: It is not difficult to solve equa
tions (1) — (14) sequentially (i.e., in the very same order in 
which they would be solved by a manual procedure) but it is 
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difficult to formulate a general procedure to solve Eq. (15) by 
direct inversion of the matrix U without "knowing" in advance 
the structure of the process. Let us explicitly compute n for 
the present application. Referring again to Fig. 1, which shows 
clearly that mxh\, m4 LHV, and m7/z7 are the inputs and Pe, = 
m,w,e, Pstack = miQsack = (m, + m4)h6 and Q.„ = m»hs are the 
outputs, we can write Eq. (15) in its expanded dimensionless 
form, and obtain (both / and O being divided by mi, and with 
a = m^lm\, K = m-jlmi): 

Ox = wel = [(1 + a)(h3 - h5) - (h2 - h)\r}a 

02 = ?stack = (1 + a)h6 

0 3 = <7« = «(hS - hl) (16) 

which has the general structure indicated by Eq. (15): 

o, = nuh + n,2/2 + n13/3 

02 = n21/, + n22/2 + n23/3 

03 = n3,/, + n32/2 + n33/3 (17) 

and corresponds to the following form for II (which is, as stated 
above, the transfer function of the process): 

(h2 - hx)r)el (1 + a)(hi - h5)r/ei 

K 

0 

0 

aLHV 
(1 + a)h6 

aLHV 
(1 +a)(h6-h5) 

aLHV 

0 

57hrb 1 

(18) 

Notice that with the same approach it is possible to compute 
the mass and energy balances of a component or of a cycle. 
Actually, Eqs. (16) are just another way of writing an energy 
balance. In effect, we are making use here of the well-known 
black-box approach: The description of the generic process P 
given in Section 3 is exactly the same approach adopted in the 
input/output (or black-box) process representation. 

Since h2(hx, /?, ki2, rjc) and all other thermodynamic relations 
cannot be computed unless they are expressed by explicit func
tions, one must augment the II denned by the matrix (18) with 
a sufficient number of auxiliary equations of the type: 

h2 = h2(p2, T2) 

h5 = hs(P5, Ts) 

etc. (19) 

It can be shown [12] that a system in the form of Eqs. (17) 
can always be explicitly written for any process, and that it can 
always be derived using mass and energy balance equations in 
symbolic form (i.e., written without using any numerics, just 
in the same way in which an engineer would write them on a 
process sheet). These auxiliary equations make the calculation 
procedure highly specialized for the gas turbine process, so that 
the same procedure cannot be employed to compute any other 
process (and not even similar processes with slightly different 
configurations, such as a regenerated or intercooled gas turbine 
cycle). That is, there are as many independently derived TV's 
as the number of individual cycles or processes we wish to 
simulate; and these Yl's are in general different from each 
other. This is actually the present situation: there are many 
codes for the process calculation of different processes or cy
cles, but they are very much application oriented and lack gener
ality. 

6 Toward a Modular Simulator 

The conclusion that can be drawn from the foregoing consid
erations is this: To develop a general process simulator, the 

difficult task is one of imparting to the code a flexible enough 
structure to be able to handle physically different processes 
automatically. This is where the concept of a modular process 
simulator can help. If a number of elementary subprocesses P, 
can be identified that can be used as building blocks for any 
process P of interest, a general process simulator can be con
structed in principle by the following procedure: 

(i) Create a passive database of elementary modules, each 
one of which simulates a process P, 
(»') Construct a user machine (software) interface capable of 
reproducing the physical interconnections among the various 
P,'s 
(Hi) Solve each P, in turn under the proper assembly con
straints, i.e., take into proper consideration the interactions of 
P, with all other Py 

(iv) Reassemble the solution under the global structure of P. 

Such a process simulator will by necessity have a highly 
modular structure, consisting of: (1) a core that handles the // 
O and implements the general solution strategy, (2) a series of 
subroutines (independent of each other), which are called in 
turn to solve a particular subprocess, and (3) a series of property 
tables in a database. The following sections describe the general 
features of the various portions of a possible code of this kind. 

6.1 Translation of the Process Structure Into Machine-
Readable Input. The physical structure of a process can be 
represented by a process diagram (Fig. 4) , which displays the 
general layout of the system that implements the process. This 
diagram identifies the components and the fluxes of matter and 
energy that connect the components to each other, describes the 
exchanges of the system with its immediate surroundings, and 
contains essential quantitative information about the operating 
parameters of the process (pressures, mass and energy fluxes, 
enthalpies, etc.). 

A numerical simulator cannot "read" the process diagram as 
a human does. It is, therefore, necessary to devise a "computer-
readable' ' form of this diagram, which ought to be easily acces
sible by the code, but not too removed from the intuitive mathe-

(a) Process scheme 

C CC T PS ALT HRB 

1- 1 0 0 0 0 0 
2- -1 1 0 0 0 0 
3- 0 1 I) (1 0 0 
4- 1) -1 1 0 1) (1 
5- 0 0 -1 1 0 n 6- 1 0 0 -1 {) II 
7- 0 0 0 -1 1 n 8- 1) 1) 1) (1 -1 (i 
1- 0 [) -1 0 0 i 

10- 0 0 0 0 0 I 
11- 0 (1 (1 0 I) -i 
12- 0 0 0 0 0 -i 

(b) Interconnection matrix 

Fig. 4 Process diagram of the gas turbine scheme of Fig. 1 and the 
corresponding interconnection matrix IM 
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matical comprehension of the user. The most suitable form is 
that of a matrix IM, defined as follows [4, 16]: 

IMij is a character string that contains the name of the compo
nent 
IMij is a character string that contains the identifier of the 
flux 
IMij is = 1 if flux / enters component j 
IMij is = - 1 if flux (' exits component j 
IMij is = 0 otherwise 

The matrix IM is the (augmented) matrix form of the connectiv
ity graph of the system and, thus, is called the interconnection 
(or structural) matrix. This matrix is easy to construct once 
the structure of the system has been identified. An example of 
the "translation" of a process diagram into the corresponding 
IM is shown in Fig. 4 for the gas turbine plant of Fig. 1. Notice 
the different numbering of the flows in Fig. 1 and Fig. 4, due 
to the slightly different structure of the logical process scheme 
[4] . 

Besides constituting a synthetic way of describing the process 
structure, IM has another very important characteristic: It allows 
a very efficient formal representation of the mass and energy 
balances of a system. Consider again the process scheme of 
Fig. 2 and denote by mt, m2, etc., the mass flow rates in the 
sections 1 , 2 . . . respectively. It will also be possible to define 
a "mass flow vector," m, whose entries are the various mass 
flow rates, with the additional stipulation that the fluxes which 
do not transport any mass (typically, as in this case, the 
"power" fluxes) are assigned a value 0. 
The product: 

1 0 0 0 0 0 mi 

- 1 1 0 0 0 0 m2 

0 1 0 0 0 0 7M3 

0 - 1 1 0 0 0 m4 

0 
1 

0 - 1 1 0 
0 0 - 1 0 

0 
0 

m^ 
0 

*m = 0 0 0 - 1 1 0 0 
0 
0 
0 

0 0 0 - 1 
0 - 1 0 0 
0 0 0 0 

0 
1 
1 

0 
m9 

m,0 

0 0 0 0 0 - 1 mu 

0 0 0 0 0 - 1 mn 

to the mass balance vector: 

comp 

cc 

turb 

ps 

alt 

mi — m2 

m2 + m^ - m4 

ra4 — my 

0 

0 

hrb m9 + mio — mu — m,2 

It is possible to show [8, 12] that a similar formalism applies 
to the energy balance as well. This fact has important conse
quences in the programming, because it makes possible the use 
of very compact and modular system assembly methods. 

Since the balance equations constitute a nonlinear system, an 
iterative solution procedure is used. To begin with, an initial 
"state" of the system must be specified. This initial state does 
not need to be consistent (in the sense that the values of the 
assigned parameters may also not satisfy the balances) and 
usually contains design data and some additional information 
about known or guessed values for the process parameters. To 
impart these data to the code, it is necessary to assign in the 
correct sequence the various parameters (pressure, temperature, 
mass flow rate, composition, etc.) to the proper sections of the 
process diagram. This initialization can be done very efficiently 

by means of a series of specific subroutines that contain in a 
structured sequence relevant information about each compo
nent, its location in the system, and the working fluids through 
it. This ' 'structure'' is then used by the code to properly identify 
the data contained in the input plant matrix, IPM, and in the 
output plant matrix, OPM, which are in practice structured data 
tables. Both the IM and the IPM can be constructed with the 
aid of a specific utility; the OPM must be automatically gener
ated by the code. For a detailed description of these matrices, 
see [4] and [8] . The IPM and OPM of the gas turbine case 
study considered here are reported in Fig. 5. 

For unsteady state or transient simulations, the matrices IPM 
and OPM will in general be time dependent so that there will 
be an IPM(0) and an OPM(0), which will represent the initial 
state of the system just before the transient begins. If there are 
n time steps in the integrating procedure, there will be a series of 
n matrices IPM («-,)•. .IPM (/:„), O P M ^ ) . . .OPM(r„), which 
will contain all the process information needed at each timestep. 
It is important to remark at this point that the transient procedure 
just outlined rests on the assumption that any unsteady process 
can be represented via a quasi stationary approximation. This 
point will be discussed again in Section 7. 

6.2 Solution of the Global System of Balance Equations. 
The nonlinear system of equations resulting from the application 
of the mass and energy balances to every component of the 
process does not constitute, except in trivial cases, a solvable 
system because its coefficient matrix is not square L12]. How
ever, it is always possible to augment this coefficient matrix by 
the use of property relations (see Section 4) and by the imposi
tion of the design specifications, which act as constraints on 
some of the degrees of freedom of the process. The final system 
has the form 

CM*x = d (20) 

where CM is the augmented coefficient matrix, x is the vector 
of unknowns, and d is a vector containing the design specifica
tions and the constraints. Notice that the rank r of CM is higher 
than the number of components, because there is generally more 
than one equation per component. Furthermore, additional equa
tions have been added to make the system solvable (i.e., CM 
invertible). 

The system of equations (20) has two types of nonlinearities: 
One is explicit and is due to the fact that some of the equations 
(e.g., the isentropic relations) are nonlinear; and one is implicit, 
because the property relations [e.g., cp = f(T)] are nonlinear. 

CAMEL: modular elemental plant calculation version 2.1 
Input for the calculations; matrix IPM 

1 - 447.00 100.00 300.00 .21 AIR 
2 - .00 .00 .00 .00 FTU 
3 - .00 41840.00 .00 14.20 FTU 
4 - .00 832.00 1370.00 .00 FTU 
5 - .00 .00 .00 .00 FTU 
6- .00 .00 .00 .00 FTU 
7- .00 .00 .00 .00 FTU 
8- .00 .00 .00 .00 Fru 
9- .(X) .00 .00 .00 FTU 
lO- 60.00 120.00 760.00 1.00 SHS 
l l - .00 .00 433.00 .00 WAT 
12- .00 5290.00 .00 .00 FTU 

CAMEL: modular elemental plant calculation version 2.1 
Output for the calculations; matrix P M 

1 - 447.00 100.00 300.00 .21 AIR 
2 - 447.00 857.73 583.08 .21 AIR 
3 - 11.65 41840.00 38.34 14.20 FUE 
4 - 458.66 832.00 1370.00 .13 GAS 
5 - 253214.09 .00 .00 .00 POW 
6- 131838.02 .00 .00 .00 POW 
7 - 121376.06 .00 .00 .00 POW 
8- 115307.26 .00 .00 .00 POW 
9 - 458.66 120.00 791.15 .13 GAS 
10- 60.00 5131.00 760.00 1.00 SHS 
11- 60.00 5290.00 433.00 .00 WAT 
12- 458.66 116.00 458.67 .13 GAS 

Fig. 5 Input (IPM) and output (OPM) matrices for the process schemes 
of Figs. 3 and 4 
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Therefore, a stable and robust iterative procedure must be em
ployed to solve the system. There are several possible schemes 
available in the literature [7, 9, 10, 11]. 

6.3 The Selectively Segregated Approach for Steady-
State Simulations. A different solution strategy for the sys
tem of equations (20) has been proposed recently [4] . The 
novelty of the approach consists of solving one subprocess after 
the other in an order that is not predetermined, but rather 
dictated by the developing solution itself. The algorithm has 
been called the Selective Segregated Solver ( "SSS" in the 
following), and is described below. The attribute segregated 
(a name borrowed from the field of numerical fluid dynamics) 
has been given to this solver as a reminder of the fact that it 
solves only some of the equations at each step, and then uses 
the partial solutions to update the set of "known" variables 
sequentially. 

After reading the initial data from the matrix IPM, the SSS 
scans the components sequentially, starting from the first col
umn of the matrix IM, until it finds one for which there are as 
many unknown variables as there are independent equations. 
Let us assume that this y'th component is a compressor. It will 
be identified by seven variables (mi, p\, T\, m2, p2, T2, Lc), 
four of which (mu pu Tu p2) are given in IPM. There are 
three equations available (the mass balance, the energy balance, 
and the polytropic compression equation). SSS will start an 
iterative procedure and drive it to convergence, thus completely 
specifying all values for the operating parameters of the com
pressor. SSS will then go on to the (j + 1 )th component (com
bustion chamber) and determine that it has eight independent 
variables and only six available equations. Accordingly, SSS 
will skip this component and proceed to the (j + 2)th one, and 
so on, until one of two conclusions is reached: Either there are 
no more components to scan, and the OPM has still some 
undefined entries; or all the variables of the problem have been 
attributed a value. In the second case, the external iteration 
(extended to the entire system) is obviously completed; in the 
first case, it is not possible to solve the problem with the given 
data. More input data or more constraints are needed. 

When the nth iteration has been completed, the resulting 
values are combined to those of the (n - l)th step, to obtain 
the corrected initial values for the (n + l)-th iteration. For the 
generic variable £, the following formula applies: 

£* = < , - ! + (1 -<*)£, (21) 

where £* is the initial value for the next iteration, and a is 
called the underrelaxation factor. Its function is to increase the 
stability of the numerical procedure by "damping" possible 
nonlinear oscillations in the solution. The range for a is 0.1 
to 0.9, with 0.5 a commonly employed value. The lower the 
underrelaxation factor, the faster the solution will converge; but 
the less stable it will be. A flow chart of the steady-state proce
dure is shown in Fig. 6 [4] . It is important to remark that the 
segregated solution strategy represents an improvement over 
the conventional equation oriented solvers, that are difficult 
to control and that require computer resources exponentially 
growing with the number of components to solve for. At the 
same time, the SSS is much faster than the existing module 
oriented solvers, that employ a strictly sequential approach and 
do not "skip" components. 

7 Unsteady Simulations: A Time-Marching Algo
rithm 

The numerical simulation of unsteady processes is a very 
complex task, because it requires knowledge of a series of in
stantaneous data about the process: 

( 0 The variation of ALL of the inputs that contribute to the 
transient operation must be known at each time step; 

INITIALIZATION 

Skip 
component 

K 

Print failure 
message and 
prompt for 
more data 

Print results 

STOP 

Fig. 6 Logical flow chart of the selective segregated solver 

(('(') The transfer matrix (see Section 3) of each component 
of the process must also be known; if OkJ is the kth output (k 
= 1.. .N) of the jth component and I,v the jth input (i -
1.. .M), the transfer matrix F is a (N X M) table, which con
tains the single transfer functions II of the individual compo
nents and takes the general form: 

F , = 
A. 

./AT-i,i 

/w , i 

/ . ,2 

Ai 

/w-i, i 

IN.i 

f\M 

SN-\,\ 

JN.l 

(22) 

where the individual entries are the coefficients of the general 
expression of the output-input relation [4, 12]: 

OkJ = I {fjhj) ( * = ! . . .N) (23) 

where the time dependence is implicit in the /-coefficients 
(which in reality can be nonlinear functions of several I,v). 
Notice that the system (22) can be directly related to the matrix 
CM defined in Section 5. 
(Hi) The time response of EACH component of the system 
must be known, so that the proper time shift can be inserted in 
the relevant /-coefficients. Except in relatively simple cases, 
a transient simulation can become a very cumbersome task. 
Furthermore, a procedure capable of performing one specific 
simulation would easily lack generality, i.e., it would be unsuit-
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able for different processes or even for the same process under
going a different transient. We will take here a simplified ap
proach, by postulating that: 

(a) The system proceeds from its initial to its final state 
through a succession of local quasi-equilibrium states. This 
means that, though the transfer matrix can be different at differ
ent time steps [i.e., F(f) * F(f + 6t)], there is no explicit time 
dependence in the/-coefficients. 
(b) It is always possible to choose a time step 6t small enough 
that the response of every component is either instantaneous or 
displays a fixed delay in the vicinity of that St: this means that 
the response can be computed in terms of AF instead of dF/ 
dt. 
(c) The transfer matrix F, does not depend on the transfer 
matrix Fk of all other components possibly connected to compo
nent "j." 

On the basis of the rather stringent assumptions given above, 
a time-marching procedure can be developed as follows: assume 
that the entire state of the process is known at time t0 = 0; 
furthermore, for simplicity, let us prescribe a variation in only 
one of the process inputs. For each component, it is possible to 
compute the N outputs by either Eqs. (22) or (23). It is conve
nient to begin the time-marching from the component "J," 
which is the recipient of the time-dependent input. Provided 
the 6t has been chosen properly, the time delay introduced by 
component J will either be zero or a finite (small) value T,. A 
linear response is assumed, i.e., 

Oj(t0 + 8t) 

= OATJ) + 2-^L [Oj(t0) - 0Ato + TJ)} (24) 
Tj 

Once Oj(t0 + 6t) has been computed, the algorithm will proceed 
as if the simulation was at steady state, and compute all the 
parameters that characterize the state of the system at the end 
of the first timestep. Then t is set to t0 + 26t, and the process 
is repeated. 

When using this procedure, the characteristic response of a 
component at a given time can be derived directly from its 
"performance chart," which is readily available for most com
ponents. Care is needed in regions where operation might be 
unsteady (e.g., near the choke or surge lines of a compressor) 
or where the characteristic response curve is steep. In both 
cases, it is possible that the search for a stable solution fails, 
because: 

(1) Near unsteady operation regions, a possibility exists that 
one of the variations of an input (for example, a reduction of 
the inlet mass flow rate in a centrifugal compressor) brings the 
component into the unsteady region, in which, of course, the 
transfer matrix takes a different (and often unpredictable) form; 
(2) If the characteristic curve is steep, a small variation of 
one of the inputs may correspond to a large variation of one or 
more of the outputs. The linear approximations employed here 
[ Eqs. (23) and (24) ] are poorly suited to follow such a behavior 
and Gibbs-type oscillations might appear in the solution, affect
ing the overall stability of the procedure and leading to numeri
cal instability of the algorithm and divergence of the entire 
solution. A flow chart of the unsteady solution method is shown 
in Fig. 7. 

8 Conclusions 
This study was carried out with two objectives. The first was 

the search for a general process calculation procedure that can 
be applied to any process without need of extensive reprogram-
ming if the process structure changes. The second was to exploit 
the idea that, since the nature of process engineering calcula
tions is systematic and logically modular, a general algorithm 

INITIALIZATION 

Do 5 fo r t 0 <t< tmax 

t = t + dt 

Read IPM (t) 

Build SPM (t) 

Run SSS 

5 CONTINUE 5 CONTINUE 

PRINT 

STOP 

Fig. 7 Logical flow chart of the solution procedure for unsteady prob 
lems 

can be always found to describe them properly. The arguments 
developed in this first part of the paper lead to the conclusion 
that both goals can be achieved. Indeed, a general, modular 
computer code, named CAMEL (from the Italian acronym of 
"Modular Elemental Computation"), has been developed that 
in its present version [4, 8] is capable of simulating the steady 
and unsteady behavior of gas turbine cycles, steam power cy
cles, combined gas and steam cycles, and heat exchanger net
works. Several applications of the code have shown that it has 
the capabilities (flexibility, accuracy, numerical robustness) re
quired for industrial process calculations. Work is under way 
to expand CAMEL's range of applications by increasing its 
subroutines library, i.e., expanding its capability to include dif
ferent components and, therefore, different processes in the sim
ulation. The code has completed its prototypal phase and is now 
in a demonstration stage. It is available from the authors for 
further development and refining. 

References 
Note: Commercial simulators cannot be included in a Refer

ence List, because their Technical Manuals and Documentation 
do not constitute a reference proper. The interested reader can 
therefore consult directly the commercial information available 
for the existing Process Simulators. A necessarily incomplete 
listing of the most popular packages must include of course 
ASPEN+, followed by Speedup, Pro-Vision, Flowpack, Chem-
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described in this paper has brought some researchers to apply 
a general tool (like SIMULINK) to the simulation of transient 
processes. 
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Toward Automatic Process 
Simulators: Part II—An Expert 
System for Process Synthesis 
This paper presents an explicit mapping of the conceptual activities that constitute 
a "process design task" into a series of well-posed, complete, and general formal 
simulation procedures. Part I of this series of two papers dealt with numerical 
procedures for process simulation and showed that structure independence and modu
larity are two prerequisites for a general-purpose simulator. Part II approaches the 
problem from a completely different point of view and considers the question: Is it 
possible to derive a general set of design guidelines that can be implemented into a 
knowledge-based system and result in an automatic, computer-assisted process design 
procedure ? This problem is different in character from that tackled in part I. First, 
it is by its own nature qualitative, i.e., it requires conceptual rather than numerical 
answers. Second, it is formulated at a higher level (in Artificial Intelligence terms, 
at a metalevel). Its solution is clearly in the domain of the logic of process design 
and, therefore, embeds (contains) all possible quantitative numerical schemes and 
does not depend on any of them for either its position or its solution. If the answer 
to this question is affirmative, the resulting code would be a sort of' 'Expert Assistant" 
to the engineer in the sense that it would suggest what process can be best1 suited 
for the particular application under consideration. The study proceeds by trying to 
detect conceptual similarities in different design procedures, to construct a suitable 
knowledge base, and to implement a general macro-procedure that could automati
cally assist the engineer In the largest possible number of process design operations. 
The contention here is that the most recent developments of Al-based methods make 
it possible to extract from human experts all the essential knowledge that pertains 
to "engineering design, " with the final goal of transferring this body of knowledge— 
in a form suitable to machine communication—to an "Expert System for Process 
Design," which can then be applied (interactively or on a stand-alone basis) with 
a high degree of confidence to a variety of particular process simulations. A prototype 
version of an Expert System Assistant is briefly discussed, and an application is 
analyzed in detail. The code is called COLOMBO and is available as a research tool 
from the author. Finally, Part II builds on Part I of this series of papers. In particular, 
it is assumed that a general, modular, numerical Process Simulation Package exists 
and that it is capable of executing the quantitative mass and energy balance opera
tions described in Part I. 

1 Process Optimization 

1.1 General Problem Statement: "Direct" and "In
verse" Formulation. The term optimization is one of the 
most misused concepts in the field of engineering. When reading 
a technical report about some "optimization" performed on a 
process or a single component, it is often difficult to understand 
what has been optimized with respect to what, or what has 
been kept constant during the optimization procedure. Most 
disappointing though is the fact that in the quest for an idealized 
optimum point, frequently configuration, operation, and mainte
nance issues are entirely neglected or grossly underestimated, 
and the solution obtained via a purely mathematical procedure 
is presented as the solution to the given problem. Thus, neigh
boring "quasi-optima" are disregarded, that in real engineering 

' Here "best" means exactly what it implies: the best solution among a limited 
number considered (in this case as defined or "constructed" by the Expert Assis
tant). Thus, "best" does not mean "optimal." For a given process and set of 
engineering assumptions, the best and the optimal solution may coincide but only 
coincidentally. The author wishes to express his thanks to the reviewer who 
brought up this very important point. 

Contributed by the Advanced Energy Systems Division for publication in the 
JOURNAL OF ENGINEERING FOR GAS TURBINE AND POWER. Manuscript received 

by the Advanced Energy Systems Division December 15, 1996; revised version 
received July 7, 1997. Associate Technical Editor: M. J. Moran. 

applications often represent the most convenient solution. In 
this section we will consider what optimization means within 
the present context, and will make no attempt to describe in 
detail specific optimization techniques. Many excellent practical 
applications can be found in the current literature [1, 11-13] . 

Given an otherwise unspecified process (but the presentation 
applies as well to any engineering system2), its behavior will 
in general be described by a certain number n of relevant vari
ables x. These variables span a domain, called the design do
main D, that contains the range of operation of the process as 
a subdomain, D„. The performance of the process, however we 
wish to define it, will be expressed usually by a much smaller 
set of p performance parameters w (p < n) that individually 
and in possible combinations depend on the operational point 
identified in the subdomain D„ by m operational variables, and 
in D by the proper (n-m) design variables. 

2 A process here means a set of mechanical, chemical or thermal transformations 
whose goal is to transform some well-specified form and quantity of matter into 
a different thermodynamic state. An engineering system is a complex, intercon
nected set of components whose goal may or may not be that of realizing a 
process. As an example, a combined power plant constitutes, in the sense described 
here, a process: but it might also be regarded as a system. A city or any general 
portion of organized human structure (industrial or not) constitutes an engineering 
system; but it cannot be regarded as a process. 
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Let us define an objective function f as a real function of 
some or all of the w's. The context of each specific problem 
clarifies whether this "global performance index" f is to be 
minimized or maximized to achieve more satisfactory results.3 

The formulation of the problem also generally determines that 
there are a number v of constraints c that limit the range of 
variation of the x's in D either directly or indirectly. Optimiza
tion then consists in the following: find the proper extremum 
off, under the applicable set of constraints c ,for the x belonging 
to the design domain D. 

In practice, there are two forms in which engineering optimi
zation problems are encountered: direct and inverse problems. 
A direct problem has the following formulation: Given the pro
cess or system configuration, the proper description of all of its 
subprocesses (components) and the problem constraints, find 
the operational point P(x) in the subdomain D„ such that f 
attains its extremal value. An example of such a problem is 
when we seek the optimal pressure ratio of a gas turbine cycle 
that maximizes process efficiency. An inverse problem has a 
different formulation: Given the design objective and the pro
cess structure, find the "optimal" design point P(x) in the 
domain D such that: (a) the design objective is attained for the 
specified operational range D„, and (b) the objective function 
f (in principle different from the one used in direct problems) 
attains an extremum. An example of such a problem is the 
design of a subunit or of a component, when we seek the optimal 
design of, say, a compressor which, for the given inlet condi
tions, delivers a specified mass flow rate at a specified pressure 
and has the highest possible efficiency. 

From a physical point of view, these two formulations are 
different. Yet, because they can be treated with a common 
mathematical approach, little attention is usually given (even 
by expert engineers) to the conceptual difference. An example 
immediately puts things in the proper perspective; for the ' 'opti
mization" of a compressor, let us consider where the two ap
proaches lead. 

The direct formulation reads: "Given the geometry of the 
compressor, its performance curves, and the state of all thermo
dynamic quantities of interest, compute the operational point 
that corresponds to the maximum efficiency." It is clear that 
the search for the maximum efficiency is an easy task, which 
could actually be performed simply by inspecting the opera
tional map of the compressor. 

The inverse formulation reads: "For the prescribed values of 
the mass flow rate, m, and of the compression ratio, /3, and for 
a given set of inlet conditions, find the (generally unique) set 
of geometric, kinematic, and dynamic quantities that, under the 
surge and choke constraints, deliver the specified flow rate at 
the specified pressure with the highest possible efficiency." It 
is immediately clear that this task is much more difficult than the 
previous one, for one thing because the set of the independent 
variables included in the optimization routine is much larger 
here than in the direct problem, and furthermore because the 
direct problem requires an unconstrained maximixation (the 
only requirement is that the efficiency be at its maximum), 
whereas the inverse problem requires the optimization to be 
performed under a set of strong constraints. 

1.2 Process Synthesis: a More Difficult Optimization 
Problem. In engineering practice, we are often faced with an 
optimization problem of a different sort: "Given a certain input, 
find the optimal process scheme to deliver a certain output 
(possibly varying in time) and specify correspondingly the opti
mal design point as well as the optimal operational schedule.* 
This is a higher level task than the direct and inverse optimiza-

3 Notice that f may also explicitly contain some of the x's. 
4 The problem can be further complicated by the requirement of finding the 

optimal process scheme for a certain set of operational points: but this will be 
not considered here. 

tion problems discussed above. Now, we introduce an additional 
variable space SC whose extent may a priori be unknown and, 
which contains all of the technically possible embodiments of 
the process. If we set equal to r the unknown number of these 
possible configurations, then the process synthesis and optimi
zation problem can be thought of as an extremal problem whose 
solution is the locus of the r optima of each configuration. If the 
problem is nonlinear, there are very few examples of automatic 
approaches to its solution [4-7 , 9, 15]. This consideration is 
reported here because, as discussed in the following section, 
Artificial Intelligence techniques are very well suited to tackle 
synthesis-and-optimization problems effectively. 

2 Process Design: A Future for AI Methods 

2.1 Artificial Intelligence and Expert Systems. In Part 
I it was shown that in practice all process design calculations 
can, in one way or another, be performed by properly imple
mented automatic routines. Since process design is a highly 
labor intensive task and is by necessity performed by teams of 
specialists because of its inherent interdisciplinarity, it is usually 
also a very expensive task. Accordingly, there is a strong incen
tive to reduce this labor intensity (measured in man hours). 
The only task that has as of yet not been automated is the 
conceptual one: the choice of the type and of the characteristics 
of the process itself. In this section we discuss the possibility 
of constructing an automatic procedure capable of choosing 
the most convenient process configuration for a given set of 
design goals and the possibility of its actual implementation in 
a code. 

This automation is facilitated by the application of a very 
powerful set of computational techniques, collectively known 
under the term Artificial Intelligence (AI), whose specific task 
is to make possible the codification of procedures that somehow 
mimic the thinking patterns of the human mind. There is a 
subset of these techniques, called Expert Systems ( " E S " in 
the following), that can be used to reproduce the engineer's 
decisional path, which proceeds from the design data and con
straints to possible process configurations. 

Expert Systems are based on relational languages that use 
the symbolism of formal relational logic. They draw inferences 
from a number of facts stored in a particular database that is 
properly called a knowledge base. These facts can be design 
data, design rules, physical or logical constraints, etc. Each ES 
manipulates this knowledge in its own way, according to a 
logical procedure contained in its inference engine. 

No attempt will be made here to give even a partial descrip
tion of AI techniques. Interested readers are referred to some 
of the excellent monographic works on these topics [2, 14, 16] 
and for convenience to an introductory overview addressed to 
Process Engineers [10]. What is of interest here is that an 
ES can be constructed that performs in principle the following 
operations: 

1 Acquires in machine-readable form a series of inputs that 
represent the knowledge of the state of the universe with 
which the ES will have to deal: design data, type and 
state of the environment, component specifications, state 
of the art of a certain technology, etc.; 

2 Can be instructed by the user (with which it may inter
actively relate) about the logically and physically exact 
design goals, i.e., about some physical, logical, or numeri
cal properties the solution must possess; 

3 Manipulates the data contained in its knowledge-base ac
cording to a predetermined set of rules contained in its 
inference engine, a sort of built-in logical flowchart that 
instructs the ES on how to proceed in different situations; 

4 Can call other numerical procedures if necessary. Of inter
est here is the fact that an ES can call any process calcula
tion code, for example, the one discussed in Part I. 
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2.2 General Knowledge Representation for Design Ap
plications. Let us assume that the decision has been made to 
construct an ES for a certain design activity. What are the 
necessary steps that lead the engineer from design inception 
(definition of need, general engineering concept, see [1]) to the 
generation and technical description of one or more final de
signs? This section addresses this question. Of course, the more 
general the description (i.e., the higher the level of abstraction 
at which the procedure is described), the higher the danger of 
overgeneralization. It is left to the reader to fill in the gaps 
that may exist between the general method described here and 
particular applications. 

The process of generating a design plan can be decomposed 
into three phases, roughly identifiable as problem specification, 
functional analysis, and design plan generation [10]. In the 
first phase, we try to identify and define the (physical and 
logical) parameters that constitute the design goal, those that 
constitute the data, and those that constitute the constraints. In 
the second phase, we investigate the functional relations that 
exist among those parameters and how they must be accounted 
for during design. The third phase consists of a mapping of the 
logical design algorithm onto a relational procedure that can be 
implemented in an application using one of the available AI 
languages and tools. 

2.2.1 Problem Specification. The problem specification 
phase is divided into two subphases: 

(a) Problem identification and position. This is a task 
that can be performed on the basis of an itemized identification 
list: 

• Can the problem be decomposed into a set of smaller and 
easier (in some sense) independent or loosely dependent 
subproblems? 

• Conversely, is the problem really a subproblem embedded 
in a higher-level problem for which a solution is already 
known? 

• If the design problem consists of an assigned series of 
design steps, is it possible to ignore or skip those steps 

PROBLEM SPECIFICATION 

Detection of possible sub-problems 
Detection of embedding possibilities 

Detection of possible conflicts 
Definition of the relevant problem domain 

Single- vs. multiple solutions 
Type of knowledge (general vs. specific) 

Knowledge Classification (fixed vs. varying) 
Identification of relevant parameters 

FUNCTIONAL ANALYSIS 

Direct restrictions to values of relevant parameters 
Indirect range definition through possibly relevant parameters 

Enforcing of equality constraints 
Enforcing of weak and strong contraints 

Enforcing of functional relations 

DESIGN PLAN GENERATION 

Mapping of relevant parameters onto variables 
Application of numerical vz. functional operators 

Define Links between Individual Goals and Sets of Variables 
Join Individual Goals into General Problem-Solving Plan 

Create Links to External Simulators 
Include Optimization (if required) 

Display and Store Results 

Fig. 1 Schematic representation of the generation of a design plan for 
an expert system 

Read Type and Range of Design Goal ("DG ') 

Read Environmental Specifications 
(Resources; Local- Technical- or Legal 
Constraints etc.)  

Read Negation-type Contraints 

Scan Component Library ("CL") 
to find components "C" that 

Take each one of the inputs ("I") of each C t i a 
new design goal DG 

2 If no C is found: 

If DG is in Environment: 
terminate search, add C to the list 
of components of Process PI 

If DG is in Environment: 
terminate search, add C to the list 
of components of Process PI 

3 If DG is not in the Environment: 
go to 1 

If DG is in Environment: 
terminate search, add C to the list 
of components of Process PI 

If 2 and 3 fail: 
abort search 

Fig. 2 Schematic representation of a possible inference engine for pro
cess synthesis 

that are found to be either in conflict with others or super
fluous for the general solution strategy? 

• Is it possible to foresee the complete problem domain (its 
universe)'! 

• Is a single solution sought after, or is it necessary to 
produce and compare several different solutions? 

• Is the assigned (or gathered) knowledge base self-consis
tent? 

• Is it known from previous experience that the search for 
a solution requires a large body of knowledge, or is it 
sufficient to gather only problem-specific knowledge so 
as to somehow limit the solution space? 

• Is the problem such that all of its knowledge base is well 
defined and unchanging, in which case the still-to-be-
produced ES can run in batch mode, or is a portion of 
this knowledge base uncertain or variable so that it is 
imperative to chose a highly interactive ES? 

The answers to these questions result in a set of guidelines 
that will indicate which methods are likely to be more useful 
in solving the problem and will direct actual implementation of 
the code. 

(b) Identification of ' 'always-relevant'' parameters. The 
conceptual structure of the general process configuration must 
be analyzed and ' 'decomposed'' to derive a fundamental set of 
parameters and define an initial set of relations linking them to 
each other and to the design data. In many instances, this step 
is unnecessary, because the related knowledge already exists 
and has been codified in numerous examples of prior successful 
designs. There can be "always relevant" and "possibly rele
vant' ' parameters and relations. The first type includes all those 
that capture important and essential aspects of the functionality 
of the final design product and that are always present in the 
basic set of similar design processes. The second type includes 
all parameters and relations that are either important for particu
lar cases only or whose importance depends greatly on the 
design specifications and in either case vary from problem to 
problem. 

2.2.2 Functional Analysis: Relations Between the Given 
Specifications and the Possibly Relevant Parameters The 
specifications (design data) may contain restrictions on a possi
bly relevant parameter pp, either directly (by setting a range of 
acceptable values for it) or indirectly (by setting a range of 
accepted values for another parameter r that is somehow corre-
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Design Goal: "Electrical Power" 
Pe, = 100 MW 

Electrical Generator 
Range: 0.1<Pel<1000 MW 

Tlel =0.99 
Electrical Transformer 

= p . i ' i . . 
Electrical Net 

(Branch Search Terminated. 
It conflicts with Constraint C I : 

"Electrical Net is not a Source of P e, 
ifPe, >1MW) 

Fig. 3 Generation of electrical power: first step of the design decision 

lated with pp). In either case, pp becomes relevant; and we 
will represent this by denoting it as pr'. It becomes necessary, 
therefore, to establish and investigate the chain of functional 
relations that link all the pr to each other (by definition, all the 
"always relevant" parameters pa are alsop r). These functional 
relations / are the usual design relations: equality, constraint 
(weak and strong), polynomial dependence, etc., and constitute 
a sort of unstructured skeleton of functional links between dif
ferent parameters. 

2.2.3 Design Plan Generation. The Design Plan Genera
tion Phase consists of the implementation of the skeleton plan 
produced in Phase 2 into a design plan. The relevant parameters 
are mapped onto (set equal to) the variables of a plan; the 
methods for assigning values are mapped onto {developed into) 
numerical or functional operators that act on the variables. The 
goals of the plan are then created, and the proper variable(s) 
are attached to them. Sets of variables corresponding to sets 
of tightly coupled parameters are attached to individual goals 
together with the applicable constraint(s). At the end of this 
process, all the elements of the design plan have been connected 
to each other in a network of goals that possesses (the network, 

3 An Example of Automatic Process Design 
Consider the most general problem that a designer can be 

faced with in the field of "energy systems": that of choosing 
the most appropriate configuration to extract assigned amounts 
of exergy from a given resource base under some ' 'environmen
tal" as well as configurational constraints. This apparently very 
complex problem turns out to have a relatively simple qualita
tive solution, but its complexity makes a quantitative solution 
difficult. The example discussed here consists of a procedure 
(called "COLOMBO" from "CO nstrained, LO gically Modi
fied Boundaries Optimization") [3, 8] , that has been tested in 
several different realistic cases and has always proven to be 
capable of completely solving the problem, to be robust in 
consistently reaching acceptable solutions, and to be effective 
in its search of the solution space. The problem is posed in the 
following manner: 

(A) Design data: 

1 The required exergy rate(s) that must be specified both 
as to their type (electrical, mechanical, thermal) and their 
amounts (MW installed); 

2 The type of environment. This comprises the following 
information: 
• Type and amount of available resources (fuel, air, other 

materials that can take part in the process); 
• Amount of water available (m3 /s); 
• Any environmental characteristic that can be foreseen 

to influence the choice of the process (e.g., "station is 
mounted on a barge," or similar); 

• All legal and/or technical constraints known to apply 
at the site under consideration. 

3 A set of negative instances, i.e., of processes that cannot 
be accepted as a solution (e.g., "nuclear plant not accept
able"). 

(B) Components library (CL): for example, the procedure 
possesses its own default library (in the version used here, the 
library includes 27 components6): 

back-pressure steam turbine 
brine heater 
combustion chamber 
compressor 
concentrated pressure loss 
condenser 
condensing steam turbine 
contact (mixing) heat exchanger 
distributed pressure loss 

electric generator 
electric motor 
evaporator 
feedwater heater 
flow merger 
flow splitter 
fluidized bed combustor 
fluidized bed heat exchanger 
gas turbine 

hydrostatic head 
mechanical generator 
power merger 
power splitter 
pump 
separator 
steam generator 
surface heat exchanger 
throttling valve 

and not necessarily the individual goals!5) both the correct 
semantics of the original design problem, and the general rules 
of logical networks. 

A design plan does not necessarily generate a unique solution. 
If the plan is correctly formulated, it will usually produce more 
than one feasible design. If needed, "optimization" procedures 
can be devised to choose, based on some criterion, the ' 'best'' 
one among different configurations proposed by the ES (but, 
see note 1 above). Notice that additional information is needed 
to perform this extra task. That is, each of the configurations 
proposed by the ES is feasible; but none is explicitly optimized 
at the time of its generation. 

5 There can be instances of conflicting goals (for example, minimum exchange 
area and maximum heat transfer in a heat exchanger) that are handled by the 
design plan in such a way that they result in an "optimal" heat exchanger 
configuration. 

By adding new components, the list can obviously be ex
panded. A component is identified by a set of input and output 
streams (specifying the kind of working fluid, the type of power 
it adsorbs or delivers, and identifying which output streams are 
the "main" streams and which are the "byproducts"), the set 
of "design parameters" that uniquely identify it (inlet and out
let pressure, temperature, mass flow rate, power, etc.), and the 
set of mathematical rules that allow a complete specification of 
both the inlet and outlet streams given certain proper subsets 
of the design parameters. 

A specific component is, in AI terms, an instance of a class. 
Such a class can be divided into subclasses according to some 
peculiar characteristic of each subclass. For example, if the 

6 Notice that some of the elements of the list are not actual components. They 
must be introduced though as such, because they enact a process (decrease the 
pressure of a stream, or partition a flow rate or power, etc.). 
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Design Goal: Mechanical Work 
6h o 101MW 

Type: High 
Tech "2A" 

Type: Stale-of-the-Art 
"2B" 

Type: Low 
Tech "2C" 

Type: High 
Tech "2D" 

Type: Statc-oMhe-Art 
"2E" 

Pressurized Hot Gas 
Tgas = 1300°C 

5 < Pofl,< 25 bar 

Type: Low 
Tech "2F" 

Steam 
Tmax = 550° C 
40 < p < 180 bar 

Diesel Engine 
Ranue; 0.1-200 MW 

r\ =0.4 

1 
1 

Diesel Fuel 
[Branch search 
Terminated: 

"Diesel Fuel" not In 
Environment] 

Diesel Fuel 
[Branch search 
Terminated: 

"Diesel Fuel" not In 
Environment] 

Air 

Diesel Fuel 
[Branch search 
Terminated: 

"Diesel Fuel" not In 
Environment] 

Power Splitter 
"2H" 

Power Splitter 
"2H" 

1 
Shalt Work 

I)n = split* Psh/ Tim ) , c h 

Electrical Motor 
"21" 

Range: 0.1<200 MW 
Tl mot = 0.95 

Electrical Motor 
"21" 

Range: 0.1<200 MW 
Tl mot = 0.95 

1 

*lii = p s h / ^mot 

Fig. 4 Generation of shaft power: second step of the design decision 

power range is chosen, the class "gas turbines" can be consid
ered as comprising, say, four subclasses: "less than 5 MW," 
"between 5 and 30 MW," "between 30 and 100 MW," and 
"above 100 MW." These subclasses exhibit all properties of 
the class to which they belong (they are said to have inherited 
these properties) but can have different values (or ranges) of 
the design parameters. Each subclass is further divided (where 
feasible) into three types: "high tech," "state of the art" 
("standard"), and "low tech." Again, this allows for different 
values of specific design parameters (in the case of a gas turbine, 
for instance, inlet gas temperatures will differ). 

The procedure works backward (see Fig. 2) , considering the 
design goal as an effect and trying to find its cause(s). Given 
the design goal, the inferential engine scans the component 
library to seek the components that would meet the goal (which 
is a given amount of thermal and/or mechanical and/or electri
cal power). The first component satisfying the goal is placed 
in the first slot of the working memory as the last component 
of a possible process Px that is still to be identified. If n compo
nents are found, there will be n possible "process trees" on 
which the procedure has to work. Then, for each P, (i = 1, 
. . . n) , the inputs required by the component just found are 
taken to be the design goal, and the library is scanned again 
seeking for components whose outputs match the goal. The 
procedure is repeated until: 

(a) All the required inputs are available from the class 
' 'environment'' and the configuration developed so far 
meets all specified constraints. In this case, a process 
has been found, and is displayed to the user in a proper 
form (if more processes have been found, all of them 
are displayed); 

(b) At a certain level in the process tree no match can be 
found (under the specified constraints) for the required 
inputs. The procedure is then aborted. 

To "match" a design goal means that the output of the compo
nent under consideration must be of the same type as the design 
goal (mechanical power, etc.) and that the range attached to 
that subclass shares at least a subrange with the range required 
by the design goal. There are cases in which only the first of 
these two conditions is met, i.e., in which the output range of 
the component under consideration does not match the required 
input. In these cases, the component is added to the process, 
but the mismatch is recorded for future action. In fact, at each 

step the procedure checks whether there is the possibility that 
one or more "byproducts," or "secondary streams" can be 
used to force the match (for instance, increasing the temperature 
of the water flowing out of the condenser to match the boiler 
inlet temperature). A "relative cost" is attached to each of the 
constructed processes. This cost is a function of the number of 
components and of the number and amount of external resources 
used. So, for instance, a steam power plant with an externally 
fueled feedwater heater train will have a higher "cost" than 
the same process with regenerative feedwater heating.7 CO
LOMBO, which is available on a UNIX platform but is almost 
universally portable being written in C++ , displays the solution 
in the form of the interconnection matrix, IM (Section 6.1 of 
Part I of this series of papers). The design procedure can be 
directly "tested" by running it. Here, we give a detailed de
scription of its structure by discussing a specific example: find 
the most appropriate plant of nameplate power P = 100 MW. 
Further design data are: 

1 P has to be delivered in the form of electrical energy. 
2 The environment is described by: 

• fuel: natural gas, of a given chemical composition, 
with LHV = 48000 kJ/kg, maximum available mass 
flow rate mf = 70 kg/s; 

• air, of a standard chemical composition, at T„ = 32C 
and relative humidity (pr = 50 percent; 

• no water available; 
3 the following constraints apply: 

• plant factor Pf = 0.75 (6600 hours/year equivalent at 
nameplate load) 
minimum conversion efficiency r/;,, 0.3 

These data have to be given to the code in a proper form: 
COLOMBO needs a mix of numerical values (for the 
mass flow rates, for example) and propositional strings 
(' 'plant_output_is_electrical''). The specific format of the data
base can vary from case to case and also depends on the AI 
language chosen. 

The logical steps of the inference process can best be de
scribed in the form of a decision tree. We will list here in the 

' T o avoid possible confusion, it must be stressed here that this "cost" may 
include monetary cost as well but is in general to be regarded as a sort of weighting 
or penalty function whose value is used by the search algorithm of COLOMBO 
to scan the decision tree more efficiently. 
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Design Goal: Pressurized Hot Gas 
Tmax = 1300° C 

5<p<25 bar 

Combustion 
Chamber 

Pressurized 
Air 

Pressurized Air Tank 
[No provision for It in 
present version of the 

code: search terminated] 

Compressor 

_L 
Shaft Work 

1 
Power Splitter 

Electrical Power 

l i i - V i . « 

Fuel 
(Diesel or Gasoline) 

[Branch Search Terminated: 
both fuels not in 
Environment] 

Motor 
[Branch falls as 

above] 

Environment 
[Branch Search Completed) 

Gas Turbine 
{as main 
Product) 

Gas Turbine 
(as a By-Product 

Combustion Chamber 

Fig. 5 Decision tree for gas turbine process selection and specification 

proper order the decisional steps that have to be resolved and 
give for each of them its graphical representation in terms of 
nodes and branches [10]. ( "CL" is COLOMBO'S Component 
Library.) 

• 1st design decision: Find a component in CL capable of 
delivering 100 MW of electrical output. The search space is 
shown in Fig. 3. The result is "electrical generator," which 
needs a mechanical input of 101 MW. 
• 2nd design decision: Find a component in CL that delivers 
101 MW of shaft work. 

The pertinent portion of the search space is shown in Fig. 4. 
There are several possible choices: 

gas turbine high-tech; input 2A: combustion gas at Tg max = 
1500°C 

gas turbine standard; input 2 5 : combustion gas at Tgmm = 
1300°C 

gas turbine low-tech; input 2C: combustion gas at Tg max = 
1100°C 

steam turbine high-tech; input 2D: steam at !Tt,max = 650°C 
steam turbine standard; input 2E: steam at rs,max = 550°C 
steam turbine low-tech; input 2F: steam at rsmax = 450°C 
diesel engine; input 2G: fuel oil, moU ~ 6 kg/s 
power splitter; input 2H: shaft work Psh 

electrical motor; input 21: electrical power Pln 

Design Goal: Steam for Steam Turbine 

I 

Fuel 
[Branch Search Completed] 

1 
Back-pressure Steam Turbine 

Deaerated Water 
(pressurized) 

Air 
[Branch Search Completed] 

Geothermal Steam 
[Branch Search Terminated: 

Geothermal Steam not in 
Environment] 

[Recursive call to 
Steam Turbine] 

Pump 

Water 

~~l 

Mechanical Work 
Pump  

Not Present as such 
in Environment: 

Branch Search Terminated 

Cooling Water 
Not Present in 

Environment: Branch 
Search Terminated 

Steam Turbine 

Steam Turbine 
[Branch Fails: no water 

in Environment] 

Power Splitter 

Fig. 6 Decision tree for steam generation process selection and specification 
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1st Process proposed bv COLOMBO: 

HZH3-
2nd Process proposed bv COLOMBO: 

CC 

PS GT 

EG 

3rd Process proposed bv COLOMBO: 

C PS GT EG 

4th Process Proposed bv COLOMBO: 

Ci 

CO 

PS GT, 

C, GT. 

CC, rfl 
EG 

5th Process proposed hv COLOMBO: 

l C C l I 1 
c "PST IGT, I 

1 PSi GTi 

EG 

Fig. 7 The first five processes proposed by COLOMBO for electrical 
power generation 

Notice that: 

(a) The diesel engine is automatically discarded because 
its fuel (2G) is an input that is not available in the 
design environment; 

(b) At this stage, we will not follow the "power-splitter" 
(2H) nor the "electrical motor" (21) branches; but, as 
we will see, they are also capable of generating valid 
configurations; 

(c) At this point, there are 6 "possible partial processes" 
and no constraint has been violated. For the sake of 
simplicity, we will follow goals 2fi and 2E (see Fig. 
4) and neglect the high- and low-tech possibilities. 

• 3rd design decision: Find all the components in CL that 
deliver inputs 2B and 2E. 

The pertinent portion of the search space is shown at the first 
level of the search trees of Fig. 5 for Goal 2B (the gas turbine) 
and in Fig. 6 for Goal 2E (the steam turbine). The available 
components are—quite obviously—combustion chambers that 
produce combustion gases and boilers that produce steam. Here, 
too, there would be three types of component for each class: 
high, standard, and low technology items. For the sake of sim
plicity, the type has not been explicitly included in the search 
shown in Figs. 5 and 6. 
• 4th design decision: consider 3 A (combustion chamber) and 
find all components in CL that deliver "fuel" and/or "pressur
ized air." 

The search space is shown at the second level of the search 
trees shown in Fig. 5. The "fuel" input is contained in the 
"environment." This portion of the branch search is terminated 
successfully. The "pressurized air" can be generated by a com
pressor, which needs air and shaft work as inputs. 
• 5th design decision: Find all components that deliver "air" 
and/or "shaft work." 

The search space is shown in the lower portion of Fig. 5. 
"Air" is available from the environment. This portion of the 
branch search is terminated. "Shaft work" can be generated as 
the 

• byproduct of a gas turbine 
• main product of a gas turbine 
• byproduct of a power splitter 
• main product of a power splitter 

• 6th design decision: Try matching the required compressor 
input with the gas turbine output. 

This is a constraint-checking activity. Since no constraints 
are violated and all inputs are available in the environment, a 
structured chain of components has been constructed that leads 
from the design goal (Pel = 100 MW). The corresponding 
process scheme is shown in Fig. 7. 
• 7th design decision: Try matching the compressor required 
input with the output of a power-splitter. 

This is always possible; but, since a power splitter requires 
a work input, this procedure starts producing ever more compli
cated processes in which the compressor is powered by a gas 
turbine plant whose compressor is in turn powered by yet an
other gas turbine plant, and so on. However, there are specific 
built-in rules that avoid excessive recursivity (they cut the re
cursive procedures after, say, three or four steps). Some of the 
corresponding process schemes are shown in Fig. 7. Notice that 
the possibility for a power splitter to be fed by another power 
splitter is explicitly negated by the procedure in order to avoid 
useless looping. 
• 8th design decision: Consider 3D (steam generator) and 
find all components in CL that deliver "fuel" and/or "air" 
and/or "deaerated water." 

The search space is shown at the second level of the search 
tree of Fig. 6. Both the "air" and the "fuel" inputs are con
tained in the "environment." This portion of the branch search 
is terminated successfully. The ' 'deaerated water'' can be gener
ated by a deaerator that needs water and medium-pressure steam 
as inputs. 
• 9th design decision: Find all components that produce me
dium-pressure steam. 

The search space is shown in the lower portion of Fig. 6. 
Since there is no cooling water available in the environment, 
and CL does not contain "air-cooled condensers," this branch 
search fails (for a detailed description of the successive attempts 
COLOMBO makes before failing, see [3]). 
• 10th design decision: Check if there are any unexplored 
branches. 

This is a sort of a bookkeeping activity. Since no branch is 
found that has not been explored, the run is terminated. 

A list of the first five configurations produced by the run 
described above is shown in Fig. 7. Notice that configuration 1 
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has been produced because the code has assumed—wrongly— 
that it can drive a 100 MW electrical motor directly from the 
net, since electricity is available from the net!8 This bug was 
detected in the first version of the code and amended, but it has 
been presented here to demonstrate the importance of working 
with a complete and exhaustive knowledge-base. 

4 Conclusions 

The possibility of implementing completely computer-as
sisted design procedures has been demonstrated in this series 
of two papers. In Part I, the highly systematic and modular 
numerical calculations that constitute the basis of quantitative 
process design have been translated into a completely process-
independent computer code, which can be regarded as a ' 'gen
eral purpose numerical simulator." In Part II, the general theo
retical steps that constitute the path from design inception to 
design realization have been analyzed with the purpose of ex
tracting from the decisional patterns of a human process engi
neer the essential features that could be used to formulate a 
general Artificial Intelligence procedure capable of performing 
"Process Synthesis." A prototype expert system has been im
plemented as a result of this analysis, and a first assessment of 
its capabilities has been attempted. A direct application to the 
generation of a process scheme for a power plant gives positive 
indications about the capability of the code to perform general 
process engineering tasks. Since the project has been coordi
nated in such a way that the two computational environments 
in which the two codes perform can be made to communicate 

8 The possibility of extracting electrical power from an electric net, if present, 
is of course included in COLOMBO'S rules: The situation here negates it though, 
because this power would not be used to operate auxiliary equipment (as would 
be the case, for instance, in an electrically powered feedwater pump in a steam 
powerplant); but it would satisfy the main goal of the process (which is ' 'Generate 
100 MW of electrical power"). 

at run time, COLOMBO and CAMEL can be run concurrently 
(the latter being a sort ofmathematical subroutine to the former) 
and constitute an extremely powerful tool for automatic, entirely 
computer assisted process design. 
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The Applicability of Jet-Shear-
Layer Mixing and Effervescent 
Atomization for Low-NOx 

Combustors 
An investigation has been conducted to develop appropriate technologies for a low-
NOx, liquid-fueled combustor. The combustor incorporates an effervescent atomizer 
used to inject fuel into a premixing duct. Only a fraction of the combustion air is 
used in the premixing process. This fuel-rich mixture is introduced into the remaining 
combustion air by a rapid jet-shear-layer mixing process involving radial fuel-air 
jets impinging on axial air jets in the primary combustion zone. Computational 
modeling was used as a tool to facilitate a parametric analysis appropriate to the 
design of an optimum low-NOx combustor. A number of combustor configurations 
were studied to assess the key combustor technologies and to validate the three-
dimensional modeling code. The results from the experimental testing and computa
tional analysis indicate a low-NOx potential for the jet-shear-layer combustor. Key 
features found to affect NOx emissions are the primary combustion zone fuel-air 
ratio, the number of axial and radial jets, the aspect ratio and radial location of the 
axial air jets, and the radial jet inlet hole diameter. Each of these key parameters 
exhibits a low-NOx point from which an optimized combustor was developed. Also 
demonstrated was the feasibility of utilizing an effervescent atomizer for combustor 
application. Further developments in the jet-shear-layer mixing scheme and efferves
cent atomizer design promise even lower NOx with high combustion efficiency. 

Introduction 
Recent concerns on the destruction of the ozone layer brought 

on by pollutants have led to the development of low emission 
aircraft combustor concepts. One ozone-depleting pollutant cre
ated during the combustion process is oxides of nitrogen (NOx 

= NO + N0 2 ) . NOx is a catalyst to the destruction of ozone. 
The formation of NOx has been shown to be an exponential 
function of flame temperature. The temperature sensitivity of 
NOx production is due to the fact that the reactions primarily 
involve atomic oxygen, which does not appear in large quanti
ties at low temperatures. The chemical rate reactions are also 
sensitive to temperature. Therefore, the key to any successful 
low-NOx combustor is to provide sufficient time and tempera
ture for complete combustion but not enough time and tempera
ture for high-NOx emission levels. This has been accomplished 
by producing a nearly homogeneous fuel-air mixture and burn
ing well away from stoichiometric conditions (lean or rich com
bustion). 

Many combustor schemes have been designed and tested to 
reduce NOx emissions. One scheme is Lean Direct Injection 
(LDI). The idea behind the LDI combustor is to provide a 
suitable fuel atomizer that will produce exceptionally small 
droplets. Current atomizers produce droplets that are too large 
for low-NOx applications. Small droplet production is essential 
since large drops burn stoichiometrically via a diffusion-type 
mechanism and create local hot regions in the flow field. In 
the LDI concept, fuel droplets are injected into the primary 
combustion zone in such a way as to provide complete mixing, 
vaporization and burning. If this is not accomplished fully, some 
degree of fuel and air nonuniformity will occur and give rise 
to local hot regions (Lyons, 1981). 
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The present test program examines the effectiveness of an 
LDI combustor concept incorporating jet-shear-layer mixing for 
reducing NOx emissions. A jet-shear-layer (JSL) mixing 
scheme, involving axial air jets impinging directly on radial 
fuel-air jets near the dome inside a flametube combustor, was 
shown by Abdul-Aziz and Andrews (1991), Abdul-Aziz et al. 
(1983), Abdul-Hussain and Andrews (1987, 1992), Abdul-
Hussain et al. (1988a, b) , Al-Dabbagh and Andrews (1981), 
and Al-Dabbagh et al. (1985) to provide rapid mixing with good 
combustion stability and low NOx. They have demonstrated in 
one atmosphere the effectiveness of the JSL mixing scheme in 
combustor design. Water flow visualization tests were per
formed on axial and radial jet impingement showing mixing 
was 90 percent complete within five axial hole diameters and 
the jet spreading rate increasing to 90 deg as compared to 10 
deg without radial jet interaction. The work done used both 
gaseous and liquid fuels. The use of liquid fuels has been shown 
to produce higher NOx as compared to using gaseous fuels 
(Abdul-Aziz et al., 1987a, b; Abdul-Hussain and Andrews, 
1989, 1990). 

The goal of this study is to investigate whether the demon
strated low-NOx potential of the JSL combustor when burning 
gaseous fuels is still present for liquid fuels. Two key features 
were added to the JSL combustor concept: a fuel-air premixing 
region and an effervescent atomizer. Premixing of all the fuel 
with some of the air prior to combustion permits greater fuel-
air uniformity within the combustor and allows some degree 
of fuel droplet vaporization to take place (Anderson, 1973, 
1975; Roffe and Ferri, 1975, 1976; Roffe, 1976). This fuel-
rich, unignitable premixing region avoids the flashback prob
lems encountered in some lean premixed combustor concepts. 

To provide a minimal level of large, NOx-producing fuel 
droplets, an effervescent fuel atomizer was used in the pre
mixing region of the JSL combustor. In an effervescent atom
izer, air bubbles are injected directly into the fuel upstream of 
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the atomizer discharge orifice. Unlike some atomizers (e.g., air 
blast atomizers) only a small amount of air is needed for fuel 
atomization in an effervescent atomizer. It has been demon
strated (Roesler, 1988; Whitlow, 1990; Lefebvre, 1988) that 
these bubbles break up the fuel into ligaments, which are then 
ejected from the atomizer orifice at high velocities. The air 
bubbles explode upon exiting the orifice. These mechanisms all 
contribute to the production of small droplets (<20 jxra Sauter 
mean diameter, SMD). 

The simplicity and size of the JSL combustor make it an 
alternative to other low-NOx combustors currently being devel
oped. Therefore, for the present study it was hoped that success
ful, low-NOx results could be achieved by incorporating an 
effervescent atomizer and partial premixing of the fuel and air 
into a JSL combustor using liquid fuels. To promote the highest 
degree of fuel-air mixing within the combustor a three-dimen
sional CFD code was used as a tool to facilitate a parametric 
analysis over a wide range of combustor operating conditions. 
This analysis led to an optimum configuration of a low-NOx, 
JSL combustor. A number of combustor configurations were 
experimentally tested to demonstrate the low-NOx potential of 
the liquid-fueled JSL combustor and to verify the CFD model. 

Experimental 
Various approaches to reducing NOx were studied in some 

detail. Based on these reviews, an Allison T-56 combustor was 
modified to incorporate some key features of different experi
mental low-NOx combustors. These key features include jet-
shear-layer mixing in the primary zone, a premixed region up
stream of the primary zone, and an effervescent atomizer. 

The modified T-56 combustors are shown in Fig. 1. A sum
mary of the JSL combustor configurations experimentally tested 
is listed in Tables 1 and 2. Airflow splits were calculated by 
using data obtained from measuring pressure drops (e.g., 
AP/P3 where P3 is the combustor inlet pressure) across the 
combustor at various cold flow rates. Specific slots were blocked 
and pressure drops and flow rates were measured to determine 
the fraction of air going to each slot in the combustor. Most 
practical combustors have a cold flow pressure drop between 4 
to 10 percent as compared to the 8 to 13 percent for the JSL 
combustor reported here. However, most of the combustor pa
rameter changes were performed at 13 percent pressure drop 
so that their effect on emissions could be demonstrated. The 

Axial comburton Air _ ^ - T-56 liner with 
R / cooling slots 

Hub 
cooling J S L 4 A J 8 L 4 D J 8 L 6 

Fig. 1 Jet-shear-layer combustor configurations 
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Table 1 Airflow splits for JSL combustors 

Air Slots Combustor Air Slots 

JSL4A JSL4B JSL4C JSL4D JSL4E JSL6 

Air Slots 

Airflow splits, percentage of total airflow* 

Liner Cooling 50 40 25 25 25 25 

Axial 
Combustion 

32 39 48 48 47 48 

Radial 
Combustion 

14 16 20 20 22 20 

Hub Cooling 4 5 7 7 6 7 

"Nominal combustor airflow rate, 0.70 kg/s. 

combustors have a diameter of 0.138 m and an overall length 
of 0.432 m. The combustor liner length is 0.369 m. The combus
tor liner is a standard T-56 liner with all primary and dilution 
air holes on the liner blocked. Some cooling slots on the liner 
were still used to protect its structural integrity. The front dome 
sections of the T-56 combustors were removed and replaced by 
dome plates incorporating axial slots and a premixing duct from 
which radial jets eject a fuel and air mixture. All of the fuel 
and some of the air are premixed upstream of the primary 
combustion zone. Fuel is injected into the 38.1-mm-dia pre
mixing duct via an effervescent atomizer, which can be moved 
axially to adjust the premixing length. The premixing duct is 
0.102 m long. 

During the initial testing period, the central hub of the pre
mixing duct that protrudes into the primary combustion zone 
partially ablated away. This was attributed to the central hub 
acting as a flameholder. To eliminate this problem, 36 2.54-mm-
dia holes were drilled 10 deg apart around the outer perimeter of 
the hub (Fig. 1). These holes provide direct convective cooling 
to the hub. However, it should be noted that since the hub 
cooling jets are impinging on the radial jets, the radial jets will 
not be exactly 90 deg to the axial jets. Also, the radial jets may 
still have some residual axial velocity component stemming 
from the sharp 90 deg bend the premixed gas makes before 
exiting from the radial holes. This deviation from 90 deg will 
increase with larger radial location from the axial slots. This 
differs from past JSL flametube combustors tested by other 
researchers where the radial jet hole is longer to ensure a 90 
deg impingement area. 

The experimental combustor is configured in the test facility 
as shown in Fig. 2. The 0.635-m-long test section that houses 
the combustor tapers in diameter from 0.191 to 0.140 m. Flow 
straighteners are located upstream of the test section to smooth 
out the air flow. Downstream of the flow straighteners are two 
concentric diffusers used to expand the air to the 191-mm-dia 
test section inlet. Inlet temperature and pressure are monitored 
by a chromel/alumel thermocouple and a pressure tap, respec
tively, located in the test section housing. A traversing gas 
sampling probe, located directly downstream of the test section 
housing, is used to collect gaseous emissions. A description of 

Table 2 Configurations for JSL combustors 

Combustor Axial Slot 
Centerllne, r/R 

Axial Slot Aspect 
Ratio, AR 

Pairs of 
Axlal/Radlal Slots 

Radial Hole 
Diameter, mm 

L?/r,x 

JSL4A 0.72 2.49 4 14.7 8 

JSL4B 0.72 2.49 4 14.7 10 

JSL4C 0.72 2.49 4 14.7 13 

JSL4D 0.72 1.00 4 14.7 13 

JSL4E 0.72 1.00 4 17.5 13 

JSL8 0.72 1.00 6 12.3 13 

'Cold flow pressure drop only. 
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Main air Inlet 

Gas sample 
probe ^— Ignitor 

Fig. 2 Test section configuration 

the gas sampling system is given elsewhere (Colantonio, 1993). 
This report also contains a full description of the methods em
ployed in sampling and measuring NO*, CO, C0 2 and unburned 
hydrocarbons. Essentially a single-point, water-cooled travers
ing probe was used to sample emissions on one radial axis of 
the combustor exit. A 4.76-mm-dia Iconel gas sampling collec
tion tube was located 102 mm downstream of the combustor 
exit. Gas flows through an electrically heated sampling line 
maintained at 505 K up to the gas analyzers. The combustion 
exhaust gases exit the test section into a fixed-geometry con
verging nozzle, which governs back pressure at a given flow 
condition. The exhaust gases are then expelled to the atmo
sphere. 

The effervescent atomizer used in this research program is 
shown in Fig. 1. Its geometry and flow characteristics are based 
on work done by Whitlow (1990). For the atomizer air-fuel 
ratio of 0.2 (by mass) used for this testing the Sauter mean 
diameter and drop size distribution parameter were experimen
tally determined to be 20 fim and 1.8, respectively. The atomizer 
consists of two concentric tubes, 25.4 mm and 12.7 mm in 
diameter. The inner tube supplies effervescent air to the annular 
gap region where fuel is flowing. Thirteen sets of 0.79-mm-dia 
holes, spaced 3.18 mm apart in the inner tube, are used to inject 
air bubbles into the fuel. The pintle gap width is 0.51 mm 
and produces a spray having an included angle of 90 deg. No 
variations in atomizer characteristics other than fuel and atom
izer air flow rates were performed in this test program. 

Computational 
An advanced CFD package (CFD Research Corporation, 

1990), REFLEQS (Reactive Flow Equation Solver), was used 
to model the primary combustion zone of the JSL combustor 
and incorporated the effects of liner cooling air. REFLEQS 
solves the full three-dimensional Navier- Stokes equations for 
fluid flow in a generalized coordinate system. For reactive flows, 
additional energy and species concentration equation are solved. 
The main features used in REFLEQS are the one-step instanta
neous burning of propane (C3Hg), a standard k-e turbulence 
model, upwind differencing scheme, standard JANNAF thermo
dynamic properties and stoichiometric relations and a simple 
Zeldovich reaction scheme for calculating NOx emissions. 
REFLEQS is a well-documented program and has been vali
dated by many users. Over 30 validation cases have been per
formed and good-to-excellent agreement between benchmark 
data and predictions has been shown (Ratcliff and Smith, 1989; 
Smith etal., 1988). 

Boundary conditions selected for REFLEQS are based on 
reviews of previous combustor modeling and testing and on 
data obtained from preliminary JSL combustor testing. A full 
description of the boundary conditions used can be found from 
Colantonio (1993). Although liquid Jet-A fuel was used in 
the experimental program, the chemical complexity of Jet-A 

combined with the unavailability of a fuel droplet vaporization 
and burning model in REFLEQS confined the present CFD 
work to a gaseous fuel, namely propane. Due to the incorpora
tion of an effervescent atomizer and a premixing duct, the as
sumption of complete fuel vaporization was considered valid 
for a parametric study of the JSL combustor configuration. 
Combustor wall temperature boundaries were estimated from 
thermal indicating paint applied to the outside of the combustor 
and also from empirical relations for film-cooling combustor 
liners. 

The NOx model assumes NOx reaction does not contribute to 
the overall heat release in the combustor and NOx concentration 
itself is small compared to those of other species. Also, prompt 
NO is ignored in the model. This assumption allows NOx reac
tions to be decoupled from the heat release reactions. NOx is 
calculated as a passive scalar after the computation of the re
acting flow field. 

A simple Zeldovich reaction scheme was used to model NOx 

formation. According to the mechanism, NO can be expressed 
by: 

N2 + O -> NO + N 

0 2 + N - NO + O 

The first reaction is much slower than the second one and hence 
controls the rate of NO formation. If the concentration of NO 
is much smaller than the corresponding equilibrium value, the 
rate equation for NO can be written as: 

d(NO)/dt = # ( N 2 ) ( 0 ) 

The rate coefficient, K, has been experimentally determined to 
be an exponential function of temperature. Approximating the 
concentrations of N2 and O by the local equilibrium values, the 
rate equation is given by 

d(NO)/8t = A e x p ( - £ / / ? r ) ( N 2 ) ( 0 2 ) " 2 

where A is an experimentally determined constant, E is the 
activation energy in joules per mole, R is the universal gas 
constant, and T is the gas temperature in degrees Kelvin. Due to 
the one-step instantaneous chemical kinetics model, REFLEQS 
does not take into account combustion inefficiency and chemical 
dissociation, both of which will lower the actual adiabatic flame 
temperature within the combustor and hence, over-estimate the 
NOx emissions. Therefore, the NOx model in REFLEQS was 
calibrated against experimental data shown in Fig. 3 over a 
wide range of fuel-air ratios by adjusting the A and EIR terms. 
Even with these simplifying assumptions REFLEQS provides 

Combustion 
air, 

percent 
50, JSL4A 
50, CFD 
60, JSL4B 
60, CFD 
75, JSL4C 

.005 .010 .015 .020 
Fuel-air ratio 

030 

Fig. 3 Effects of fuel-air ratio and combustion air quantity on NO„ emis
sions; TA = 551 K; PA = 0.48 MPa 
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an unique means to optimize combustor parameters for low 
NOx and substantiates the experimental results. 

Results 

In order to simulate an Allison T-56 combustor at cruise 
conditions the inlet combustor pressure, PA, and inlet tempera
ture, TA, for both the experimental testing and computational 
analysis were 0.480 MPa and 551 K, respectively. The fuel-
air ratios ranged from 0.012 to 0.025 for experimental testing 
and from 0.015 to 0.025 for CFD analysis. The nominal air 
flow rate was 0.70 kg/s. The nominal air flow rate for a T-56 
combustor at cruise condition is 1.17 kg/s. However, this higher 
flow rate includes additional liner cooling, dilution, and second
ary air not used in the present JSL combustor. Also, the air 
flow rate at a given inlet pressure is controlled by the fixed 
converging nozzle downstream of the combustor exit. The nom
inal air/fuel ratio (by mass) of the effervescent atomizer was 
0.20. The premixing length was kept constant at 76.2 mm. In 
all experimental testing Jet-A fuel was used. 

Each of the air flows within the JSL combustor is governed 
by pressure differential across the air slots. Therefore, a decrease 
in liner cooling air necessarily results in increases in the axial, 
radial, and hub cooling air flows. It is assumed that all the axial, 
radial, and hub cooling air flows participate in combustion, with 
negligible liner cooling air interaction. As combustion air is 
increased (by blocking liner cooling slots) for a fixed fuel-air 
ratio, the primary combustion zone burns leaner, resulting in 
lower predicted NOx emissions (Fig. 3) . Also, with higher com
bustion air come higher air slot velocities, which could increase 
the degree of fuel-air mixing from the greater momentum trans
fer between impinging jets. Combustor efficiency suffers 
slightly from increasing the combustion air (Fig. 4) , which is 
attributed to higher unbumed hydrocarbons emanating from a 
cooler combustion zone. 

It has been determined through CFD analysis that the radial 
location of the axial air slots has a direct effect on NOx emis
sions. This was also shown in the work of Abdul-Hussain et 
al. (1988a, b) . The axial slot position was varied from radially 
inward, toward the central premixing duct, to radially outward, 
toward the combustor liner wall. The maximum and minimum 
radial positions in the CFD analysis were limited due to the 
axial slot thickness and the position of the hub cooling holes. 
Therefore, the radial position of an axial slot, having an aspect 
ratio, AR, of 2.49, was varied from an r/R of 0.58 to 0.88 
where r is the radial location within the combustor of radius R. 

100 i -

Combustion Combustor 
air, 

percent 

50 
60 
75 

JSL4A 
JSL4B 
JSL4C 

100 
NOx, ppm 

200 

Fig. 4 Experimental results showing the effects of combustion effi
ciency and combustion air quantity on NO, emissions (fuel-to-air ratio 
is varying); TA = 551 K; PA = 0.48 MPa 
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Fig. 5 CFD predictions of the effects of axial slot radial position and 
fuel-air ratio on NO* emissions; TA = 551 K; PA = 0.48 MPa 

The AR is defined as the slot arc length divided by the slot 
width. The arc length is calculated from the slot's circumferen
tial centerline as indicated in Table 2. 

A fuel-rich radial jet intercepting an axial air jet produces a 
nominally fuel-lean jet downstream of the interception region. 
However, jet expansion into the combustor volume is critical 
for thoroughly mixing all the fuel with the axial air. The gaps 
between the adjacent axial jets increases with a more outward 
axial slot. As this gap decreases with a more inward axial slot, 
the jets are confined to expand and mix in the circumferential 
direction. As the axial slot is moved radially outward, the axial 
jet is less confined and can expand freely into the combustor 
volume in both the circumferential and radial directions. Figure 
5 shows the CFD predictions of the effect of axial slot radial 
position on NOx emissions for a four-slotted JSL combustor 
using 75 percent combustion air. Lower NOx is produced with 
axial slots closer to the liner wall as compared to the central 
hub. 

The AR was varied from 0.61 to 5.22 while maintaining the 
axial slot area constant. The outer radius of the axial slots was 
held at an r/R of 0.82. Figure 6 shows the CFD predictions of 
NOx emissions as axial slot AR is varied for a four-slotted JSL 
combustor with 75 percent combustion air. The lowest NOx is 
produced with an AR close to unity. This suggests that round 
axial holes might be superior to rectangular axial slots. Any 
change in AR away from unity increases NOx. From CFD-

Fuel-air 
ratio 

100 i— 

E 

50 

N-~i—r 
0 1 2 3 4 5 6 

Aspect ratio 

Fig. 6 CFD predictions of the effects of axial slot aspect ratio and fuel-
air ratio on NO* emissions; TA, = 551 K; PA = 0.48 MPa 
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Fig. 7 Effects of fuel-air ratio and axial slot aspect ratio on NOx emis
sions; TA = 551 K; PA = 0.48 MPa 

generated temperature profiles within the combustor (Colanto-
nio, 1993) a circumferentially thin axial jet appears to act like 
a wedge for the incoming fuel-rich radial jets, preventing the 
radial jet from breaking up the axial jet adequately. Instead, the 
radial jet only partially breaks up the bottom portion of the 
axial jet, with high-temperature combustion occurring at the 
sides of the axial jet. A higher AR restricts the axial jet from 
expanding and mixing circumferentially into the combustor vol
ume. Figures 7 and 8 show the experimental results obtained 
for a four-slotted JSL combustors having ARs of 1.0 and 2.4, 
respectively. The higher AR yielded a slightly lower NOx. How
ever, the combustion efficiency for an AR of 1.0 is greater than 
that for an AR of 2.4. 

The axial and radial jet pairs were varied from 3 to 6. In 
each case the axial and radial slot areas remained constant. 
Also, the AR of the axial slot was kept constant at 1.00. The 
gap between adjacent axial jets decreases with an increase in 
number of in-line jets. As this gap becomes narrower, the axial 
jets cannot expand and mix adequately into the combustor vol
ume without interfering with adjacent jets. Figure 9 shows the 
CFD predictions of number of in-line jets on NOx emissions. 
Lower NOx was produced with fewer in-line jets. Figures 9 and 
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Fig. 8 Experimental results showing the effects of combustion effi
ciency and axial slot aspect ratio on NO* emissions (fuel-to-air ratio is 
varying); TA = 551 K; PA = 0.48 MPa 
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Fig. 9 Effects of fuel-air ratio and number of in-line jets on NOx emis
sions; TA = 551 K; P„ = 0.48 MPa 

10 show the experimental results obtained from JSL combustors 
having four and six pairs of in-line jets, respectively. The four-
slotted combustor produced lower NC\ emissions with higher 
combustion efficiency as compared to the six-slotted combustor. 
These results verify the CFD trends in varying the number of 
in-line jets. 

It has also been determined from experimental and CFD re
sults that the radial jet hole diameter has a direct effect on NOx 

emissions. The radial hole size was varied from 9.93 to 17.46 
mm. Increases in premixing air lower NOx emissions. However, 
an increase in radial hole size does not, in all cases, decrease 
NOx emissions. The flow through all the air ports in the combus
tor is governed by pressure differential, hole area, and discharge 
coefficients. The annular gap cross-sectional area between the 
effervescent atomizer and the inner wall of the premixing duct 
is fixed (Fig. 1). If the total radial jet hole area is greater than 
the total annular gap area, then the air flow through the pre
mixing tube will be controlled by the annular gap region. As 
the hole diameter is continually increased, a critical radial hole 
diameter is reached where further increases in hole diameter 
cannot increase the premixing flow rate. At this point, the flow 
rate will be metered by the annular gap region and the radial 
jet velocity is reduced. 

100 i— 

30 40 
NOx, ppm 

Fig. 10 Experimental results showing the effects of combustion effi
ciency and number of in-line jets on NO. emissions (fuel-to-air ratio is 
varying); TA = 551 K; PA = 0.48 MPa 
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Fig. 11 CFD predictions of the effects of radial hole diameter and fuel-
air ratio on NOx emissions; TA = 551 K; PA = 0.48 MPa 

Figure 11 shows the CFD predictions of radial hole diameter 
on NOx. The lowest NOx was produced with a radial hole diame
ter around 15 mm and increases for smaller and larger diameter 
holes. For small-diameter holes, higher NOx is caused by low 
premixing air flow. For large diameter holes, higher NOx is 
caused by the low velocity radial jets not mixing adequately 
with the axial jet air. 

Figures 12 and 13 show the experimental results obtained for 
the JSL combustor having an axial slot AR of unity. Experimen
tal results verify the NOx trends of the CFD results, but the 
quantitative agreement of the NOx prediction was poor. The 
large holes produce high NOx emissions and low combustion 
efficiency. From this parametric study it appears that the radial 
hole diameter is critical for a given premixing duct size. No 
attempt was made to optimize the effervescent atomizer. A 
smaller diameter atomizer should be designed to allow more 
premixing air and a resulting higher radial jet velocity. 

Conclusions 
By incorporating an effervescent atomizer in a fuel-air pre

mixing duct and using a three-dimensional CFD code to opti-
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Fig. 12 Effects of fuel-air ratio and radial hole diameter on NOx emis
sions; TA = 551 K; P„ = 0.48 MPa 
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Fig. 13 Experimental results showing the effects of combustion effi
ciency and radial hole diameter on NO„ emissions (fuel-to-air ratio is 
varying); TA = 551 K; PA = 0.48 MPa 

mize the mixing in the primary combustion zone, a low-NOx, 
liquid-fueled JSL combustor was successfully developed and 
tested. The CFD code was used as a tool to facilitate a paramet
ric analysis that led to optimum fuel-air mixing and low NOx 

production within the combustor. From the experimental and 
CFD analysis it was found that the percentage of total air em
ployed in combustion had the strongest effect on NOx emissions. 
A high combustion air quantity leads to a cooler primary zone 
temperature. Optimum fuel-air mixing was demonstrated by 
varying a number of geometric features of the basic JSL con
figuration. It was found that a low number of in-line jets and 
an outboard axial air slot having an aspect ratio of near unity 
produced the highest degree of fuel-air mixing within the com
bustor. An optimum radial hole diameter was also found to 
provide the largest amount of fuel-air premixing with the high
est radial jet velocity for a given JSL geometry. NOx emission 
between the baseline combustor, JSL4A, and the optimized 
combustor, JSL4D, was reduced by a factor of three with the 
combustion efficiency increasing slightly. NOx emissions were 
over three times lower for the JSL4D combustor as compared 
to a conventional T-56 combustor at equivalent operating condi
tions. Small differences in combustion efficiency were noted: 
For the JSL4D and T-56 combustors the efficiencies were 98 
and 99 percent, respectively. Further combustor development 
and effervescent atomizer optimization promises even lower 
NOx while maintaining high combustion efficiency, thus making 
it highly competitive with other low-NOx combustor concepts. 
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An Experimental/Computational 
Study of Airflow in the 
Combustor-Diffuser System 
of a Gas Turbine for 
Power Generation1 

This paper presents an experimental/computational study of cold flow in the combus-
tor-diffuser system of industrial gas turbines employing can-annular combustors and 
impingement-cooled transition pieces. The primary objectives were to determine flow 
interactions between the prediffuser and dump chamber, to evaluate circumferential 
flow nonuniformities around transition pieces and combustors, and to identify the 
pressure loss mechanisms. Flow experiments were conducted in an approximately 
one-third geometric scale, 360-deg annular test model simulating practical details 
of the prototype including the support struts, transition pieces, impingement sleeves, 
and can-annular combustors. Wall static pressures and velocity profiles were mea
sured at selected locations in the test model. A three-dimensional computational fluid 
dynamic analysis employing a multidomain procedure was performed to supplement 
the flow measurements. The complex geometric features of the test model were in
cluded in the analysis. The measured data correlated well with the computations. 
The results revealed strong interactions between the prediffuser and dump chamber 
flows. The prediffuser exit flow was distorted, indicating that the uniform exit condi
tions typically assumed in the diffuser design were violated. The pressure varied 
circumferentially around the combustor casing and impingement sleeve. The circum
ferential flow nonuniformities increased toward the inlet of the turbine expander. A 
venturi effect causing flow to accelerate and decelerate in the dump chamber was 
also identified. This venturi effect could adversely affect impingement cooling of the 
transition piece in the prototype. The dump chamber contained several recirculation 
regions contributing to the losses. Approximately 1.2 dynamic head at the prediffuser 
inlet was lost in the combustor-diffuser, much of it in the dump chamber where the 
fluid passed though narrow pathways. A realistic test model and three-dimensional 
analysis used in this study provided new insight into the flow characteristics of 
practical combustor-diffuser systems. 

Introduction 

Gas turbine engines employ a diffuser system between the 
compressor discharge and combustor (s). The primary functions 
of this system are to decelerate the compressor discharge flow 
and to distribute air evenly to various holes on the combustor 
liner. The diffusion process must be accomplished with a low 
total pressure loss because losses have an adverse impact on 
the thermal efficiency. The flow uniformity around the liner is 
important to achieve stable and efficient combustion, to prevent 
liner hot spots, and to provide an acceptable combustor exit 
pattern factor. Basic configurations and design considerations 
for the combustor diffusers are discussed by Lefebvre (1983). 
A recent review by Klein (1995) elaborates on flow characteris
tics of the combustor diffusers. A commonly used combustor -
diffuser in aircraft engines is the dump diffuser configuration, 
wherein the compressor discharge air is decelerated in a short, 
conventional prediffuser and then "dumped" into a large cham
ber, which divides flow to the flame tube and to the inner and 
outer annuli around the combustor liner. The sudden expansion 

1 This work was performed at Clemson University, Clemson, SC. 
Contributed by the International Gas Turbine Institute and presented at the 41st 

International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-454. Associate Technical Editor: J. E. Peters. 

at the prediffuser exit causes flow recirculation in the dump, 
which helps to maintain a stable flow pattern rather insensitive 
to changes in the engine operating conditions. The sudden 
expansion incurs pressure losses. However, the required diffu
sion is accomplished in a short length. Most of the loss occurs 
in the dump chamber, while nearly all of the static pressure 
recovery occurs in the prediffuser (Klein, 1995). 

The dump diffuser system has been studied experimentally 
and computationally by several investigators. Fishenden and 
Stevens (1977) and Stevens et al. (1978) experimentally found 
that the liner location had a marked effect on the performance 
and stability of flow in the diffuser. They emphasized the need 
for careful matching of the geometries of the diffuser, the liner, 
and the surrounding annuli for optimal performance and flow 
stability. Recent experiments by Srinivasan et al. (1990a, b) 
and Carrotte et al. (1994) have reached a similar conclusion. 
Because the experiments provide only a limited amount of data, 
computational fluid dynamic calculations have been used in 
recent years to yield the detailed flow characteristics. Adkins 
et al. (1992) used a combination of empirical data, simplified 
and detailed analyses, and model tests to develop, evaluate, and 
qualify an annular combustor-diffuser with a 180-deg bend 
accompanied with air extraction for turbine blade cooling. 
Koutmos and McGuirk (1989) modeled flow in the axisymme-
tric configuration tested by Fishenden and Stevens (1977) and 
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Fig. 1 Combustor-diffuser system of typical industrial gas turbines 

found the predictions to be of sufficient accuracy for engineering 
purposes. Similar studies by Shyy (1985) and Little and Man
ners (1993) indicate that the gross features of the flow field are 
predicted very well. However, the accuracy of the results is 
limited by the grid resolution, the numerical scheme, and the 
turbulence model. For example, the K-e model of turbulence 
has known shortcomings in predicting flows with adverse pres
sure gradients and strong streamline curvature. 

The studies reviewed above provided flow characteristics of 
the dump diffuser without the practical details such as the sup
port struts, fuel nozzles, and liner ports. Thus, the flow geometry 
was axisymmetric. Geometric details were incorporated by 
Karki et al. (1992) in three-dimensional simulation of airflow 
in a 45-deg sector of the combustor-diffuser. The computations 
showed that the fuel nozzles caused (;') a significant slow-down 
of the flow discharged from the prediffuser, (ii) a severe change 
in flow direction as the flow approached the stem, and (Hi) a 
stronger lower than upper recirculation zone. Also, the strut 
produced a back flow, which generated recirculation zones 
within the dome region and a flow exiting from it. Clearly, the 
three-dimensional effects not observed in simplified axisymme
tric configurations have a significant influence on flow distribu
tion in practical combustor-diffuser systems. 

The focus of this paper is on the combustor-diffuser system 
of a power-generating gas turbine, illustrated in Fig. 1. The 
main features of this system include a prediffuser to recover 
the kinetic energy of the compressor discharge air and a dump 
chamber to distribute air uniformly to the combustor liners. The 
present configuration, however, differs from the typical dump 
diffuser in several aspects: (1) Combustors in power-generating 
gas turbines are located radially outward from the compressor 
discharge. Unlike the dump diffuser where the prediffuser dis
charge flow splits into the inner and outer annuli around the 
combustor liner and the dome region, all of the prediffuser 
discharge flow in the present system turns radially outward. (2) 
Unlike an annular combustor typically used in aircraft engines, 
the power-generating gas turbines employ several can-annular 
combustors. The air for combustion, cooling, and dilution is 
supplied by the dump chamber through an annulus around the 
combustor can. Each can-annular combustor unit is supported 
by a strut, which extends to the inner wall of the dump chamber. 
(3) Circular-to-annular sector transition pieces are used to con
nect combustors to the inlet of the turbine expander. The current 
trend toward high turbine inlet temperature places stringent de
mands on cooling of the transition piece. A typical approach 
involves a perforated sleeve, which forms an impingement shell 

around the transition piece. In this transition piece-impinge
ment sleeve assembly, the sleeve causes jets of a portion of the 
compressor discharge air to be directed onto the transition piece 
core. 

The air flow path in the present diffuser system can now be 
described as follows: The air exiting the compressor is deceler
ated in an annular prediffuser before it is discharged into a 
dump chamber. Then, a portion of the discharge air flows 
through holes on the impingement sleeve into the annular space 
between the sleeve and transition piece, thereby cooling the 
transition piece. This air then flows through the annular space 
toward the annulus of the combustor liner where it joins the 
remainder of the air coming directly from the dump chamber 
through bypass holes on the combustor casing. Finally, all of 
the air reaches the combustor through primary, secondary, dilu
tion, and cooling holes on the liner. The design requirements 
for the diffuser system are: (1) high-pressure recovery in the 
prediffuser and low-pressure losses in the dump chamber to 
maximize the turbine efficiency, (2) uniform flow distribution 
around the impingement sleeve to prevent hot spots on the 
transition piece, and (3) a uniform flow in the combustor 
annulus to ensure stable and efficient combustion. These later 
requirements of flow uniformity are increasingly important at 
high turbine inlet temperatures necessary to improve the gas 
turbine thermal efficiency. 

The flow characteristics in the combustor-diffuser of indus
trial gas turbines using can-annular combustors and impinge
ment-cooled transition pieces are investigated in this paper. An 
aerodynamic evaluation of such systems is needed to minimize 
parasitic losses and to ensure safety of the components in the 
hot gas flow path. A review of the open literature revealed 
neither the experimental nor any analytical investigation of such 
systems except that similar work has continued at Clemson 
University (Kapat et al., 1996; Zhou et al., 1996). The key 
focus of the present experimental/computational study is on the 
flow characteristics in the prediffuser and dump chamber. Thus, 
the flow distribution within the combustor was not considered. 
Because this was the first attempt, the results are presented 
without an effort to parameterize or optimize the complex flow 
system. 

Technical Approach 
This study was initiated with cold-flow experiments in a scale 

model of the combustor-diffuser system. The preliminary re
sults showed trends not explained by the measured data. Thus, 
a three-dimensional computational fluid dynamic model was 
developed, validated, and used to identify the global features 
of the flow. The following sections provide details of the experi
mental and computational components of the study. 

Experimental. A scale model simulating the combustor-
diffuser system was designed and built for cold flow experi
ments in a suction type wind tunnel facility. The measurements 
were taken by wall pressure taps and hot-wire anemometry. 

Test Model and Flow System. Figure 2 shows a cross-sec
tional view of the test model simulating the gas turbine section 
between the compressor discharge and inlet of the turbine ex
pander. The main features of this test model, also used by Kapat 
et al. (1996) to investigate air extraction in gas turbines for 
integrated gasification combined cycle, include: (1) approxi
mately one-third geometric scale, (2) annular with 360 degrees 
in circumference, and (3) practical three-dimensional geometric 
details. The geometric scale was chosen to provide reasonable 
measurement accuracy in the prediffuser. In the model, the 
radius ratio at the prediffuser inlet was 0.84, the prediffuser 
area ratio was 1.6, and the prediffuser height (H) to length (L) 
ratio was 4.2. The outer diameter of the dump chamber was 
approximately 1.4 m and the total length of the test section was 
0.75 m. Although two-dimensional and annular sector models 
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Fig. 2 Cross section of the test model between the combustor support struts 

are common, a 360-deg annular model was used in this work. 
Little and Manners (1993) have shown that the boundary layers 
growing along the side walls and the secondary flows created 
by them have considerable influence even for two-dimensional 
models with aspect ratios in excess of 10, and 90-deg annular 
sectors. The test model simulated three-dimensional geometric 
features of the prototype, including the support struts, impinge
ment sleeves, transition pieces, and can-annular combustors 
with dilution, cooling and combustion air holes. Klein (1995) 
pointed out that experiments on combustor diffusers are rare 
where the test setup comprised the original combustion chamber 
with all its flows through the dome and liners. The present 
model, inherently more complex than the combustor-diffuser 
of aircraft engines, represents a significant step forward in simu
lating practical systems. The complexity of the test model, how
ever, limited access to the flow region and hence, to the amount 
of data that could be obtained. 

The desired airflow through the test model was provided by a 
suction-type wind tunnel shown schematically in Fig. 3. The 
ambient air entered through a square bell mouth inlet lip, the 
filters, a 90 deg bend, and a honeycomb, followed by transition 
sections, which guided airflow to an annular flow developing 
section. A nose cone at the upstream end of the inner pipe of 
this 1-m-long flow developing section allowed a gradual flow 
transition while sealing the inside of the inner pipe. The exit of 
the flow developing section was attached to the inlet of the test 
model. The airflow exiting the test model discharged into a 
1.2-m-long, 2.1-m-wide, and 1.6-m-high plenum to isolate the 
test model from oscillations of the suction fan located down
stream. The plenum also allowed physical access to the interior 
of the test section necessary to install probes and automated 
traverse systems. The suction fan was belt driven by a 150 kW, 
three-phase, constant-speed electrical motor, and the airflow was 
regulated by a set of computer-controlled louvers at the fan inlet. 
The maximum average axial velocity at the test section inlet was 
50 m/s, corresponding to a volumetric flow rate of 4.0 m3/s. 

Instrumentation. Pressure was recorded by a 96-channel 
pressure scanning system, Scanivalve MSS-48C, with two pres
sure sensors (±0.17 bar and ±0.34 bar range). Each pressure 
measurement consisted of 20 readings in 6 seconds. The veloc

ity was measured by a single-wire, hot-film anemometer at lon
gitudinal planes with symmetry in the circumferential direction. 
This was the key requirement in measuring the radial and axial 
velocities by the single-wire, hot-film probe. At each point of 
measurement, the voltage output from the probe was measured 
for two orientations of the film sensor 90 deg apart. At these 
orientations, one of the two velocity components was normal 
to the wire and the other component was normal to the wire in 
one orientation (called the normal orientation) and parallel to 
the wire in the other orientation (called the tangential orienta
tion). The hot-film was calibrated in a blowing-type wind tunnel 
for the two different orientations to yield relationships between 
(i) the voltage output and effective cooling velocity, and (ii) 
the yaw coefficient and tangential velocity. The hot-wire opera
tion was controlled by a TSIIFA-100 thermal anemometer. The 
voltage output was digitized by a Metrabyte DAS-20 board on 
a microcomputer. 

Computational. Three-dimensional computational fluid 
dynamic (CFD) analysis was necessary to supplement the ex
periments, especially in the dump chamber around impingement 
sleeves where only limited measurements could be made. 
Klein's (1995) review reported only one three-dimensional 
computational study of the combustor-diffuser (Karki et al., 
1992) although similar works have appeared in recent years 
(e.g., Chen and Reynolds, 1993; Zhou et al., 1996). The flow in 
the combustor-diffuser involves regions of flow recirculation, 
adverse pressure gradients, strong streamline curvature, devel
oping boundary layers and impingement. These features cou
pled with complex three-dimensional geometry make accurate 
numerical simulations extremely difficult and perhaps impossi
ble at this time. Thus, the present approach was to employ 
numerical features similar to those used by Karki et al. (1992) 
and Tolpadi and Braaten (1992) to achieve reasonable accuracy. 
These include fully elliptic, three-dimensional body-fitted com
putational fluid dynamics code, finite volume approach with 
velocity-pressure coupling (Patankar, 1980), and multiple 
block grid calculations. The turbulence was modeled using the 
standard K~e model along with the wall function treatment for 
near-wall regions. The density was assumed constant because 
the Mach number at the prediffuser inlet was less than 0.2. A 
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Fig. 3 Layout of the suction type wind-tunnel 

single grid code was modified for this work to allow the multiple 
block calculations. The computations allowed flow interactions 
among the prediffuser, dump chamber, impingement sleeve, 
and combustor casing. The flow inside the combustor was not 
considered. The important details of the computational proce
dure are given below. 

Governing Equations. The fully elliptic form of the three-
dimensional conservation equations may be written in general 
for a conserved variable </> in the Cartesian coordinates as: 

d(pu<t>) d(pv<f>) d(pw<l>) d 

dx dy dz dx — r\-^ 
d(j> 

dx 

dy \ dy j dy 

d<t> 
r,^)+S*(x,y,z) (1) 

where I"^ is the effective viscosity. S$ is the source term, which 
depends on the equation being considered. Six equations repre
senting the velocity components u, v, and w, pressure correction 
derived from the continuity equation, turbulent kinetic energy 
K, and turbulent dissipation e were solved at each control vol
ume in the transformed body-fitted coordinates. 

Domain Decomposition. In this inherently three-dimen
sional configuration, the can-annular combustors, impingement 
sleeves, and support struts repeated periodically in the circum
ferential direction. Additionally, these components were sym
metric about their respective midplanes. Therefore, only one-
half of the periodic distance in the circumferential direction was 
necessary for computations. The computational domain in
cluded the prediffuser and dump chamber. The velocity profiles 
at the prediffuser inlet were taken from the experiments. The 
inlet turbulence intensity was taken as 10 percent and the inlet 
turbulent energy dissipation was [ C ° / 7 5 K 1 5 / / ] where Cd = 0.16 
and the length scale / was the annulus height at the prediffuser 
inlet. A uniform pressure was imposed at the end of the combus
tor annulus. This later assumption was justified because the 
flow in the combustor was not considered and the end of the 
combustor annulus was farther downstream from the dump 
chamber. 

The complex geometry of the combustor-diffuser presented 
difficulties in generating an acceptable structured grid. It was 
found necessary to employ a multiblock procedure wherein the 

computational region was divided into two parts: (1) an inner 
block consisting of the prediffuser and inner dump chamber 
directly facing the prediffuser exit, and (2) an outer block repre
senting the outer dump chamber with impingement sleeve and 
combustor casing. The support strut was split between the 
blocks. The two blocks shared an interface through which 
boundary condition data were communicated and updated dur
ing calculations. The domain decomposition procedure was sim
ilar to that used by Tolpadi and Braaten (1992) and Agrawal 
et al. (1993). The computational steps to implement this proce
dure were as follows: (1) Prescribe a pressure distribution at 
the exit of the inner block (or the interface). (2) Compute flow 
field in the inner block. (3) Compute flow field in the outer 
block. The flow solution in the inner block provided inlet bound
ary conditions for the outer block. (4) Return to step (2) with 
an updated pressure distribution at the interface obtained from 
solution in the outer block. Continue iterations until pressure 
distribution at the interface no longer changed. The global resid
uals of the conservation equations were reduced by several 
orders of magnitude during the iteration process. 

It was necessary to underrelax changes in pressure at the 
interface to prevent numerical oscillations. An underrelaxation 
factor of 0.2 was found to be acceptable in this work. The 
computations proceeded serially on a single CPU. Thus, at the 
end of the computations in a block, the flow field data were 
saved on disk files before computations were initiated for the 
other block. Each trial took approximately 120 flow iterations. 
The flow field calculated for an earlier trial served as the initial 
guess for the new trial. The overall flow field converged in 
about 10 trials. Each trial took 12 to 15 cpu hours on a Sun 
Sparkstation 10 Model 30. Implementation on a parallel proces
sor would reduce the CPU requirements such that the analysis 
could be used effectively for combustor system design. 

Grid Generation. Generating a suitable structured grid in 
the combustor-diffuser required substantial effort (several hun
dred hours), although subsequent geometry changes could be 
made in a short time. The problem was complicated by the 
following factors: (1) the orientation and three-dimensional 
shape of the impingement sleeve changing from a circular cross 
section to an annular sector, (2) the location and extent of the 
support strut, and (3) the size and shape of the dump chamber. 
A grid-generation program was used to create structured three-
dimensional grids with embedded obstacles. The objective was 
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Fig. 4(a) Computational grid in the upper block at a plane near the 
combustor can 

Fig. 4(b) Computational grid in the upper block at a plane near the 
turbine expander 

to represent the geometry correctly while minimizing grid non-
orthogonalities, aspect ratios, and expansion ratios. The three-
dimensional grid was formed by stacking a series of two-dimen
sional grids, one for each cross section. Each cross section, in 
turn, was divided into subsections representing specific objects. 
A two-dimensional grid was generated independently within 
each subsection to allow grid refinement and an accurate repre
sentation of the embedded obstacles. The subsections (left side) 
and grid (right side) are shown in Figs 4-(a,b), respectively, at 
planes next to the combustor exit and near the inlet of the 
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Fig. 6 Prediffuser wall static pressure recovery coefficient 

turbine expander. The central shaded region in Fig. 4 represents 
the transition piece while the outer shaded strip corresponds to 
the surface of the impingement sleeve. Figure 4 also demon
strates how the cooling holes and the complex geometry of the 
sleeve (and the transition piece) were captured by the three-
dimensional grid. The combustor casing had three rows of by
pass holes and each of the rows consisted of several discrete 
holes equally spaced in the circumferential direction. The im
pingement sleeve had several rows of cooling holes. The finite 
grid in the present analysis could not precisely and indivisibly 
resolve the large number of cooling holes. Therefore, only 12 
holes were considered in each row. These holes were distributed 
nearly uniformly in the circumferential direction. Although the 
exact shape and orientation of the holes in a row could differ, 
the area of each hole was kept the same. If the actual number 
of holes in a row exceeded 12, then the total area of these 12 
holes was made equal to the actual total area of holes in that 
row. Each hole contained of one or more grids. When the area 
of a grid exceeded the area of the hole it represents, the grid 
was partially blocked to the flow. 

Figure 5 shows grids in the two blocks at a longitudinal plane 
between the support struts (also the midplane of the combustor 
or sleeve). The shaded grids in Fig. 5 represent the embedded 
obstacles. The stair-stepped boundaries in Fig. 5 mimic the 
structural features of the prototype. A total of 125,856 grid 
nodes were used for computations. There were 62,208 grid 

Fig. 5 Computational grid in the blocks at plane between the combustor 
support struts 
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nodes in the inner block; 18 grid lines were used in the circum
ferential direction, 32 in the radial direction, and 108 in the 
axial direction. The outer block consisted of 63,648 grid nodes; 
18 grid lines were used in the circumferential direction, 52 in 
the radial direction, and 68 in the axial direction. 

Results and Discussion 

Experimental and computational results are presented for a 
Reynolds number of 1.5 X 105 based on the prediffuser inlet 
height. This Reynolds number is lower than that in the prototype 
by an order of magnitude. However, the differences in flow 
behavior are expected to be of second order in nature because 
the flow was turbulent in both the test model and prototype. 
Measurements were taken mainly in the prediffuser and inner 
dump chamber. The velocity profiles were obtained only at the 
two symmetry planes: (1) between the support struts or mid-
plane of the combustors, and (2) between the combustors or 
midplane of the support struts. 

Flow Characteristics. Measured and computed pressure 
recovery coefficients, Cp[ = (p - p„)/hD], wherep is the static 
pressure, a refers to the prediffuser inlet, the overbar denotes 
the mass-averaged value, and hD is the dynamic head at the 
prediffuser inlet, are shown in Fig. 6 for the prediffuser inner 
and outer walls. Experimental data and computed results show 
similar trends, although the measured values were lower. The 
static pressure increased linearly along the inner wall of the 
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prediffuser. Measured and computed Cp values at the last mea
surement location on the inner wall were 0.35 and 0.45, respec
tively. This compared well with a Cp of about 0.4 measured by 
Sovran and Klomp (1967). An unexpected result in Fig. 6, 
shown by measurements as well as computations, was the sud
den decrease in the outer wall pressure at the prediffuser exit. 
This pressure decrease, suggesting flow acceleration, reduced 
the prediffuser outer wall Cp to only 0.1. The nonuniform pres
sure indicated by Fig. 6 signified a strong influence of the dump 
chamber on the prediffuser exit flow. 

The velocity profiles are presented next at the five measure
ment planes A, B, C, D, and S, identified in Fig. 2. Planes A, 
B, and C were, respectively, at the prediffuser inlet, midway, 
and exit. Plane D was in the dump chamber immediately down
stream of the prediffuser exit, and the axial plane S was under 
the impingement sleeve, coinciding with the interface in the 
block computations. Because the measurement locations were 
not directly accessible from the outside, the probes were 
mounted on computer-controlled traverse systems located inside 
the test model. Each profile location is identified by three char
acters. The first character refers to the plane and the next two 
characters specify the circumferential location: BC stands for 
Between Combustors and BS stands for Between support Struts. 
Figure 7 shows the measured axial velocity (Va) profile at the 
prediffuser inlet, also used as input for the computations. The 
axial velocity profiles at stations BBC and BBS in the predif
fuser, shown in Figs. 8(a, b), reflect a good agreement between 
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measurements and computations. Velocity profiles at the two 
circumferential locations were similar, indicating that the flow 
was nearly axisymmetric midway in the prediffuser. The axial 
velocity profiles at the prediffuser exit plane C are shown in 
Figs. 9 (a, b). Unlike plane B, the velocity profiles at plane C 
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Fig. 11 Velocity profiles at station SBS 

0.25 

are different at the two circumferential locations. This three-
dimensional flow behavior at the prediffuser exit was attributed 
to the support struts located downstream in the dump chamber. 
Between struts, the flow accelerated near the outer wall of the 
prediffuser exit, as shown in Fig. 9(b). This explained the 
decrease in Cp at the prediffuser's outer wall. The flow accelera
tion was not apparent between the combustors because of the 
blockage by the support strut. The experimental and computa
tional results were consistent with each other. 

The three-dimensional nature of the flow at plane D in the 
inner dump chamber is apparent from the velocity profiles 
shown in Figs. 10(a, b). At location DBC, the computed and 
measured axial velocity profiles showed a similar trend, al
though the predicted values were smaller than the measured 
data. A possible explanation for this difference might be a mis
alignment of the support struts in the test model. The measured 
axial velocity would be higher if the hot-wire probe did not 
coincide with the symmetry plane. Figure \Q(b) shows excel
lent correlation between measurements and computations at lo
cation DBS. An outer peak in the axial velocity profile was 
consistent with flow acceleration at the prediffuser exit. Figure 
10(b) also shows large radial (Vr) velocities in the outer re
gions. These observations suggested a sharp flow turning at the 
prediffuser exit. The axial and radial velocity profiles at location 
SBS, shown in Fig. 11, substantiated flow turning at the predif-

Fig. 12 (a) Projected velocity vectors at a plane between the combustor 
support struts 

Fig. 12(b) Projected velocity vectors at a plane between the combus
tors 
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fuser exit. The measurements indicated a sharper turning than 
the predictions, since the measured peak in the radial velocity 
was higher and narrower than predicted. Another observation 
in Fig. 11 was the reverse flow along more than half of the 
plane S. This implied a stagnant region directly underneath the 
impingement sleeve. 

In this study, the circumferential velocity was assumed to be 
zero at the measuring stations. However, misalignment in the 
test rig or probe orientation and probe vibrations could introduce 
three-dimensional effects, and thus influence the measurements. 
Because of the large computational requirements, a check for 
the grid size convergence with successively finer grids could not 
be pursued in the present analysis. Furthermore, the turbulence 
parameters at the prediffuser inlet and the turbulence model 
itself are subjected to considerable uncertainties. Finer grids, 
detailed turbulence measurements, and improved turbulence 
models might be necessary for accurate predictions. Accounting 
for the present limitations, the correlation reached between the 
measurements and computations was considered as reasonable 
for engineering purposes. 

Flow Interactions. Results discussed in the previous sec
tion implied flow interactions between the prediffuser and dump 
chamber. The limited measurement locations, however, were 
inadequate to construct a comprehensive description of the flow 
field. Thus, the computational results were used in this section 
to describe the flow interactions. This approach is justified be
cause a reasonable agreement was reached between the mea
surements and predictions. Figures 12(a, b) show projected 
views of velocity vectors at selected locations in the midplanes 
of the combustor and support strut, respectively. Velocity vec
tors in the inner block were hidden at the interface because of 
the manual overlapping of results from the two blocks. The 
flow field at the two circumferential locations was nearly the 
same within the prediffuser. However, the three-dimensional 
effects of the support strut were apparent at the prediffuser exit. 
Between support struts, the prediffuser exit flow turned radially 
outward (Fig. 12(a)) in contrast with the radially inward flow 
and circumferential turning in the presence of the strut (Fig. 
\2{b)). Figure 12(a) shows how the prediffuser exit flow di
vided among combustor bypass holes and impingement cooling 
holes. The air at the bypass holes came directly from the outer 
region of the prediffuser, while the inner part of the prediffuser 
supplied air to the sleeve next to the turbine expander. Most of 
the inner dump chamber contained recirculation regions with 
velocities comparable to those at the prediffuser exit. The flow 
separated in the dump chamber at the tip of the prediffuser's 
outer wall and in space between the combustor casing and the 
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prediffuser's outer wall. However, the size and strength of these 
eddies were relatively small. The flow features identified in the 
previous section, i.e., the flow acceleration and turning at the 
prediffuser exit and flow reversal in the inner dump chamber, 
are apparent in Fig. 12. 

Figure 13 shows the computed profiles of static pressure in 
the circumferential direction for several radial locations at the 
prediffuser exit plane C. The pressure is given with reference 
to the pressure at the exit of the prediffuser inner wall and 
normalized by the prediffuser inlet dynamic head. The angle in 
the circumferential direction was normalized by the angle be
tween the two symmetry planes. The three-dimensional nature 
of the prediffuser exit flow is evident in Fig. 13. The pressure 
was constant at the inner wall and reached the lowest value at 
the outer wall. The difference in the inner and outer wall pres
sures was nearly 50 percent of the inlet dynamic head. The 
pressure varied only radially in the first half of the circumferen
tial plane, indicating that the three-dimensional effects of the 
strut were localized. Another indication of the flow nonunifor-
mities is given by Fig. 14, which shows computed profiles of 
static pressure for several circumferential locations at the inter
face plane S. The pressure was normalized in a manner similar 
to that in Fig. 13. It is seen that the pressure variation in the axial 
direction was significant compared to that in the circumferential 
direction. Static pressure near the turbine expander was close 
to that at the prediffuser inner wall. In agreement with Fig. 13, 
a low-pressure region was observed near the prediffuser exit. 
The difference between the minimum and maximum pressures 
was nearly one prediffuser inlet dynamic head. 

The low pressure at the prediffuser exit was attributed to the 
bypass holes on the combustor casing. The prediffuser exit flow 
divided among bypass holes and cooling holes. The airflow 
directly from the prediffuser exit to the bypass holes corre
sponded to the path of the least resistance. Alternatively, the 
air must pass through the narrow space between sleeves, the 
cooling holes and then, the annulus between the sleeve and 
transition piece. The low pressure at the bypass holes altered the 
pressure distribution at the prediffuser exit, resulting in short-
circuiting of the flow in the dump chamber. This observed be
havior was termed as the ' 'sink effect'' of the combustor bypass 
holes (Yang, 1993). 

Flow Distribution. The flow interactions examined in the 
previous section determined the prediffuser flow split between 
the sleeve and combustor casing. The emphasis in this section 
is on flow distribution around the sleeve, which determines 
cooling of the transition piece. Figures 15 (a, b) show projec
tions of selected velocity vectors at axial planes PI and P2, 
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identified in Fig. 12. At plane PI, next to the prediffuser exit, 
the support strut incurred a large flow blockage, and the sleeve 
was nearly circular in cross section (see Fig. 15(a)). The fluid 
directed inward by the strut turned azimuthally before joining 
the unblocked fluid flowing radially toward the sleeve. The flow 
around the sleeve was highly nonuniform with the highest flow 
velocities near the side panels (i.e., 3 or 9 o'clock positions) 
and the lowest flow velocities at the 12 o'clock position. The 
fluid accelerated near the side panels because of the narrow 
space between the sleeves, and then decelerated into the periph
ery of the dump chamber. The observed flow acceleration and 
deceleration around the sleeve was termed the "venturi effect." 
At plane P2, the blockage by the strut was reduced, the sleeve 
was nearly rectangular in cross section, and the sleeves were 
closer to each other. The flow field, shown in Fig. 15 (£>), was 
similar to that at plane PI except that the venturi effect was 
more pronounced. This venturi effect caused reverse flow at the 
side panels, wherein the air exited from the transition piece into 
the dump chamber through holes on the sleeve. 

Figure 16 shows axial distributions of static pressure around 
the sleeve at three circumferential locations (i.e., 12, 3, and 6 
o'clock). The reference pressure was taken as the static pressure 
at the 12 o'clock position. Figure 16 also shows wall static 
pressures measured at one of the axial locations. In agreement 
with the measurements, the pressure was highest at the 6 o'clock 
position and lowest at the 3 o'clock position. The single location 
measurements agreed qualitatively with the computations. At 
the 12 o'clock position, the pressure was nearly constant along 
the length of the sleeve. At the 3 o'clock position, the pressure 
along the sleeve decreased toward the turbine expander because 
of the increased venturi effect. Figure 16 indicated a decrease 
in the circumferential pressure variation near the prediffuser 
inlet or the combustor casing. This latter result, attributed to 
the increased space between casings and hence to the reduced 
venturi effect, also agreed with the wall pressure measurements 
at the combustor casing (not shown in the figure). 

Total Pressure Loss. The measured total pressure loss co
efficients in the prediffuser, \,c[=(Pa - Pc)/hD], where P is 
the mass-averaged total pressure, and a and c refer to the planes, 
was 0.02 at a plane between the combustors (ABC to CBC) 
and it was 0.12 at a plane between the struts (ABS to CBS). 
The measured loss coefficients were different at the two planes 
because the mass flows at the prediffuser exit were different. 
The computed loss coefficient in the prediffuser was 0.04, 
within the bounds established from the measurements. Both the 
measurements and computations indicated that approximately 
1.2 dynamic head at the prediffuser inlet was lost in the combus-
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tor-diffuser. Approximately 80 percent of this loss occurred in 
the outer dump chamber where the fluid passed through the 
narrow space between sleeves. The prediffuser's contribution 
to the total loss was only 3 percent. 

Conclusions 

The flow field in the combustor-diffuser of power-generating 
gas turbines with an impingement-cooled transition piece was 
investigated. The prediffuser exit flow in this system was di
vided among bypass holes on the combustor casing and cooling 
holes on the impingement sleeve around the transition piece. 
The bypass holes exerted a strong upstream influence, referred 
to as the sink effect, causing the prediffuser exit flow to acceler
ate and turn sharply toward the bypass holes. This short-circuit
ing of the prediffuser flow resulted in flow recirculations in the 
inner dump chamber. The static pressure at the prediffuser exit 
was highly nonuniform, indicating that the uniform exit flow 
conditions typically assumed in the diffuser design were vio
lated and the prediffuser was ineffective in adequately diffusing 
the flow. This study also examined circumferential flow distri
bution around the impingement sleeve and combustor casing. 
The circumferential nonuniformities were small near the com
bustor casing but increased at the sleeve toward the turbine 
expander. This was attributed to the space between sleeves, 
which narrowed near the turbine expander. The narrow space 
led to the venturi effect, wherein the flow accelerated between 
sleeves prior to decelerating into the periphery of the dump 
chamber. The venturi effect also resulted in flow exiting from 
the transition piece into the dump chamber at certain locations. 
This could adversely affect the impingement cooling of the 
transition piece in the prototype. The results showed that ap
proximately 1.2 dynamic head at the prediffuser inlet was lost 
in the combustor-diffuser. Most of this loss occurred in the 
outer dump chamber where the fluid passed through the narrow 
passages. The study pointed to the need for design improve
ments to reduce the total pressure loss and to minimize the 
flow nonuniformities. For example, the sink effect could be 
minimized by redistributing area of the bypass holes to the 
cooling holes. The circumferential flow nonuniformities could 
be reduced using variable size cooling holes around the sleeve. 
Because of the strong flow interactions observed, this study 
concludes that the individual components of the combustor-
diffuser could not be studied in isolation. The realistic test 
model and three-dimensional analysis used in this work pro
vided new insight into flow characteristics of practical combus
tor-diffuser systems. 
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Combustion Instability 
Investigations on the 
BR710 Jet Engine 
During the development of the BR710 jet engine, audible combustor instabilities 
(termed "rumble") occurred. Amplitudes measured with test cell microphones were 
up to 130 dB at around 100 Hz. Disturbances of this amplitude are clearly undesir
able, even if only present during start-up, and a research program was initiated to 
eliminate the problem. Presented here is the methodical and structured approach 
used to identify, understand, and remove the instability. Some reference is made to 
theory, which was used for guidance, but the focus of the work is on the research 
done to find the cause of the problem and to correct it. The investigation followed 
two separate, but parallel, paths—one looking in detail at individual components of 
the engine to identify possible involvement in the instability and the other looking at 
the pressure signals from various parts of a complete engine to help pinpoint the 
source of the disturbance. The main cause of the BR710 combustor rumble was found 
to be a self-excited aerodynamic instability arising from the design of the fuel injector 
head. In the end, minor modifications lead to spray pattern changes, which greatly 
reduced the combustor noise. As a result of this work, new recommendations are 
made for reducing the risk of combustion instabilities in jet engines. 

Introduction 
"Rumble" is an audible noise generated by unsteady pres

sure fluctuations in the combustor. The rumble frequency is 
generally in the range of about 100 Hz. Combustor rumble is 
usually not a certification issue and is only important if it coin
cides with a mechanical resonance. However, rumble elimina
tion is of major importance for customer satisfaction, even more 
so when the engine is attached to a corporate business jet, as 
in the case of the BR710 engine. 

Here, the fluctuating combustor pressures result from un
steady heat release, i.e., unsteady air-fuel ratio. Both mass flow 
and fuel flow fluctuations can lead to unsteady air-fuel ratio. 
Two kinds of rumble have been identified, having different 
frequencies and driving mechanisms. There are axial modes, 
driven by the fuel system or the injector aerodynamics, and 
circumferential modes resulting from combustor geometry. The 
axial modes are associated with frequencies that depend on 
the flame physics, combustor geometry, and acoustic boundary 
conditions. Circumferential modes travel with the speed of 
sound and hence frequencies are determined by geometry only. 
Typical frequencies for circumferential modes of modern gas 
turbine engines are 200-500 Hz. 

In cases where the unsteadiness is restricted to the combustor, 
self-excitation can lead to combustor rumble. Such self-excited 
vibrations are often amplified by compressibilities in the fuel 
path. Amplification is possible when the fluctuating pressure in 
the combustor feeds back into the fuel injector or fuel system, 
thus inducing a vibration of the fuel column. A combustion 
system can also suffer from external excitation, for example 
when the fuel system or the compressor are part of a larger 
unstable system. Generally, unsteady combustion can be caused 
or amplified by: 

• Vibrating fuel columns due to compressibilities in the fuel 
system 
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• Mechanical vibration of the fuel manifold 
• Fuel storage in cavities in the fuel injector 
• Circumferential maldistribution of fuel 
• Combustion inefficiency fluctuations 
• Poor fuel injector performance, i.e., poor atomization 
• Unsteady air flow due to low compressor efficiency, e.g., 

stall 
• Large-scale fluctuations due to injector aerodynamics. 

The work reported below concerns the steps taken to identify 
which of these possible sources of instability were to blame for 
the rumble problem in the BR710 engine. 

Stability Theory 
Extensive literature exists on the subject of combustion insta

bilities, e.g., Kenworthy et al. (1988), a more recent publication 
being that of Culick et al. (1996). In the early years when 
rockets were the prime interest of combustion engineers, the 
time lag theory was established by Crocco and Cheng (1956). 
They postulated that a combustion instability can only occur 
when a time lag t exists between fuel injection and heat release. 
Such a lag is, of course, always present in diffusion flames and 
instability is thus always possible when the correct phasing of 
that time lag is established. The phasing leading to unstable 
burning can be determined with the Rayleigh (1878) stability 
criterion, as modified by Putnam (1971): 

f Q(t)-p(t)dt > 0. 

If we take Q(t) = Q cos(w? 
find that 

WT) and p(t) = p cos to t, we 

f Q(t)-p(t)dt = Q-p--cos UJT > 0 

For 0 < r < jl", ^T < T < -{T, etc. unsteady burning is possible. 

Note that Rayleigh's original formulation involved only the 
product of heat release and pressure fluctuation. Although the 
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Table 1 Combustor can standards 

Standard Concept 

Can 1 
Can 2 

Conventional 
Low NOx 

Table 2 Fuel injector standards (airblast) 

Standard Spray angle Air streams 

Injector 1 
Injector 2 
Injector 3 

narrow-cone 
wide-cone 
narrow-cone 

2-stream 
3-stream 
3-stream 

Table 3 Combustor standards 

Standard Can Injector 

Combustor 1 
Combustor 2 
Combustor 3 
Combustor 4 

formulation is quite simple, important conclusions can be drawn 
from it: 

• long homogeneously burning flames are less susceptible 
to combustion instabilities because they embrace regions 
where the unsteadiness is amplified as well as regions 
where damping prevails, 

• stabilizing a short flame in a different location could move 
it into a phase that is more stable. 

Unstable burning may be restricted to local flameouts, espe
cially in typical gas turbine combustors. In essence, any change 
to the flame structure can change the physics such that the 
Rayleigh criterion, necessary for instability, is not satisfied any
more. A good example of the application of the stability crite
rion to a laboratory flame was given by Hermann et al. (1995). 

BR710 Rumble History 
A number of combinations of can and fuel injector standards 

were tested during the development program. These standards 
are summarized in Tables 1 and 2, respectively. 

The design of Can 1 followed traditional practice, e.g., Le-
febvre (1983). Can 2 was aimed at minimizing NC\ emissions, 
naturally at the expense of increasing UHC and CO emissions 
at low power. 

The fuel injector standards are primarily identified by the 
spray angle, which is established by the amount and distribution 
of swirl in the air streams. A further main design feature is the 
number of air streams, where all designs atomize fuel between 
an inner and an outer air stream while the three-stream design 
allows for placing air in a third dome swirler such that high 
weak extinction is achieved. The combinations of cans and fuel 
injectors are listed in Table 3. 

During initial engine runs with Combustor 1, fluctuating com
bustor pressures were recorded, but rumble was not audible in 

30 %N2 50 70 

Fig. 1 Combustor 2 noise 

the acoustically treated test cell to cause concern. Development 
of a low-NOx combustor led to the implementation of Combus
tor 2, the new Can 2 being necessary to achieve low emissions. 
In parallel, Injector 2 was developed to achieve high weak 
extinction and high mechanical integrity. Audible rumble on 
the BR710 was first noticed after the introduction of Injector 2 
into Can 2. Noise was present during start-up, steady-state low 
idle, and during acceleration from low to high idle. It was 
loudest during cold starts and always returned after the engine 
was decelerated from full power to low idle. 

For comparison purpose, the Campbell plots in Figs. I and 
2 show the pressure data in the combustor annulus for Combus
tors 2 and 3. The data are plotted versus speed because for a 
given combustor standard the frequency characteristics were 
reproducible for different runs and engine configurations. In 
Fig. 1 the frequency varies broadly as high pressure compressor 
speed N2, i.e., the rumble frequency lies about 25 percent above 
N2 from light-up to idle. The frequency increases as the gas 
temperature and flow increase. 

Figure 2 shows the same engine after a test bed change to 
Injector 2. The characteristic changed drastically, the frequency 
drops with increasing speed, amplitudes are much increased, 
and even the third harmonic can clearly be seen. The noise sets 
in after light-up, follows first engine order, drops in frequency, 
stays at a frequency of about 75-80 Hz up to 46 percent N2, 
at higher than 46 percent N2 the frequency drops slightly and 
then increases again but remains less than first engine order at 
steady-state idle. The signature of the characteristic is such that 
the frequencies do not follow the trend with temperature and 
vary significantly with fuel-air ratio. 

The noise produced by Injector 2 was unacceptable but the 
weak extinction of this injector was much improved over Injec
tor 1. Minor modifications to Injector 2 did not succeed in 

Nomenclature 

AFR = air-fuel ratio 
/ = frequency 

M = low-pressure spool speed 
N2 = high-pressure spool speed 

p = pressure 

p = fluctuating part of pressure 
p = amplitude of pressure 

P30 = combustor entry pressure 
Q = fluctuating part of heat release 
Q = amplitude of fluctuating part of 

heat release 

t = time 
T = period, temperature 

T30 = combustor entry temperature 
T = time lag 
u> = angular frequency 
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Fig. 2 (Low NO„) combustor 3 noise 

reducing the noise and so it was decided to introduce a plan 
that would reduce noise to an acceptable level while keeping all 
performance aspects of the combustor standard. The combustor 
geometry is shown in Fig. 3. 

Experimental Investigation 

It became clear that the simple observations would not lead 
to an understanding of the cause of the instability and that 
tuning external components was insufficient. A more sophisti
cated approach was necessary to understand combustor rumble. 
This approach involves variation of engine parameters with 
extensive dynamic instrumentation on a running engine. Simul
taneously other test vehicles were used to reduce the jet engine 
to smaller, less complex units to try to isolate the cause of the 
instability. Because the instability problem occurred during the 
development program it was possible to carry out experiments 
and diagnostic tests on a complete twin-spool engine, a core 
engine, a full annular combustion rig, a compressor rig, and 
individual fuel injectors. In the following two sections, first 
tests on the individual components are reported and then the 
full engine measurements are analyzed. 

Component Investigations 

Fuel System. A potential problem in the fuel system is the 
inclusion or release of air bubbles. Bubbles can agglomerate to 
form air pockets and introduce compressibility into the fuel 

Fuel Pressure 2 Lower Manifold 

Inner Casing 

Fig. 3 Combustor geometry 

to drains tank • 

Fig. 4 Fuel system 

system, thus providing spring effects. Figure 4 shows a simpli
fied layout of the fuel system. Upstream of the fuel metering 
unit, pressures are too high to cause concern. Downstream of 
the fuel metering unit the splitter unit generates a constant 70 
psi pressure drop, while the split manifold compensates for head 
effects at low power. The flow number of the fuel injectors was 
2.2 in Imperial units. 

After shutdown of the engine a drain pipe (cf. Fig. 4) leads 
the fuel remaining in the manifolds back to the fuel tank. It was 
thought possible that in this pipe not all the air is vented during 
start-up to idle and thus compressible effects may lead to un
steady fuel supply. An attempt on an engine to improve the 
situation by eliminating the drain pipe did not, however, show 
any improvement. 

The fuel splitter unit was also checked as a possible source 
of unsteadiness in the fuel supply system. During a core engine 
test the splitter unit was replaced with a simple T-adaptor and 
during engine fuel spiking tests the splitter unit was removed. 
Neither test yielded any improvement. 

It was considered that at low fuel flows and after manifold 
filling during start-up, air pockets could exist in the fuel pipes. 
To isolate the fuel pipes, the stiffness of the system was in
creased by replacing the trim restrictors in the fuel injectors. 
Even a sixfold increase of the pressure drop across the fuel 
injectors did not show any sign of noise reduction. The general 
conclusion was that the fuel system itself was unlikely to be 
the source of the instability problem. 

High-Pressure Compressor. Several attempts were made to 
use the variable guide vane schedule to improve the rumble. 
The guide vane angles were changed both individually in the 
core engine and as a group on the whole engine. None of the 
changes showed any improvement. During the adjustment of 
the engine to the new operating point, rumble disappeared but 
reappeared immediately after establishing the new steady op
erating point. 

Axial compressors may run inefficiently during start-up to 
idle when operation is at off-design conditions. For example, 
rotating stall can occur with a frequency at about 50 percent of 
first engine order. Rotating stall gives rise to a disturbance that 
rotates at less than high-pressure compressor speed and has its 
peak amplitude at the front of the compressor. 

A high-pressure compressor test rig was run with dynamic 
instrumentation to understand the off-design behavior. Figure 
5 shows the correlation of compressor wall pressures at Rotor 
1 and Rotor 10 at 50 percent N2 speed (133 Hz). Sufficient 
coherence exists to trace disturbances from upstream of Rotor 
1 to upstream of Rotor 10, i.e., close to the combustor inlet. 
These disturbances, however, are all at frequencies sufficiently 
above the combustion instability frequency to rule out any corre
lation. 

Combustor Can. The influence of the combustor can design 
on the rumble was deduced from tests on different engines. 
Tests were run with Can 1 and Can 2. Not surprisingly, Can 2 
generated more noise because its design is associated with 
higher UHC and CO emissions, i.e., lower efficiency at low 
power. While low efficiency can induce rumble, it was later 
demonstrated that Can 2 was not in itself the source of the 
instability. 
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Fig. 5 Correlation of HP compressor wall pressures 

Fuel Injector. Based on negative results from the compres
sor rig and the fuel system diagnostic tests, it was postulated 
that the fuel injector itself may be the cause of the problem. A 
series of investigative tests was then introduced, the first to 
assess the possible effects of air pockets in the injector itself. 
A drastic increase in noise amplitude was noted when fuel 
injectors were tested with insulating internal air cavities. Fuel 
could enter the air cavity and the compressible air acted as a 
spring, further driving the pressure fluctuation in the combustor. 
Eliminating the air cavity, however, did not stop the noise. 

Annular combustion rig tests were also run to isolate the 
effect of the fuel injector. Injector 2 was first tested because it 
produced the loudest noise in the engine and it was most likely 
also to show instability in a combustor rig. Rumble was repro
duced at 103 Hz with an amplitude of about 4 kPa. Steady-state 
test conditions were P30 = 324 kPa, T30 = 451 K, and AFR 
= 37. After a test bed change to Injector 1, no rumble was 
found at or near the established rumble conditions of Injec
tor 2. 

With the insight gained from the annular combustor tests, it 
was decided to set up a well-defined, simple experiment with 
an isolated airblast-type fuel injector. At the Whittle Laboratory 
in Cambridge, experimental experience on fuel injector tests as 
well as equipment were readily available. Spray tests were car
ried out on a twice-size model of Injector 2. The purpose of 
the tests was to examine the fluid mechanics of spray generation 
at low fuel flow rates and to investigate the possibility of modi
fying the internal geometry of the injector to reduce self-excited 
instabilities. The use of water rather than fuel was considered 

adequate for the tests where small differences in viscosity and 
density will not greatly influence the basic fluid mechanics and 
the effect of surface tension was known. 

A twice-size model was selected because of the difficulty of 
building a 1:1 scale model in which the position of the fuel 
metering ring could easily be changed. Working on a larger 
scale made it possible to have a sliding metering ring held in 
position by very small grub screws. A further simplification 
was introduced by making the spray head axisymmetric, thus 
avoiding the complicated shape of the injector stem. Figure 6 
shows the injector model components. The "fuel" supply to 
the model was achieved via three radial pipes connected to an 
annular chamber upstream of the fuel distribution slots. The 
model was mounted at the end of an air supply tube, which has 
a diameter three times greater than the model itself. The head 
of the model protruded from the end of the pipe so that the 
spray cone was essentially a free jet unconstrained by adjacent 
walls. 

The tests were conducted at low air and fuel ratios to simulate 
the conditions at which start-up rumble occurred. From the 
beginning, it was visibly obvious that under certain flow condi
tions the "fuel" delivery rate was unsteady. The flow appeared 
to pulsate as if the fuel were being supplied in spurts. There 
did not seem to be a fixed frequency associated with the pulsing, 
rather a sporadic pulsing of the flow in the region of 5 to 8 Hz. 
These frequencies are lower than those encountered in the en
gine during rumble, but this may be due to the fact that the 
dimensions of the model are larger than those of the actual 
injectors and that the flame characteristics define the harmonic 
oscillation in the combustor. Video pictures suggest that the 
pulsing was not axisymmetric and that an element of rotation 
exists as the fuel breaks away from the nozzle lip. 

Tests were carried out to establish the range of operating 
conditions over which unstable behavior occurred. First the fuel 
flow was held steady while the air flow rate was varied and 
then the air supply was held steady while the fuel was increased. 
The results showed that the nozzle behavior is not unstable at 
all operating conditions, only in a specific range of fuel and air 
flow rates. This gave rise to the idea that the unsteadiness might 
be associated with water being stripped in bursts or globules 
from the fuel cavity lip. If this were correct it was reasoned 
that the sporadic stripping of water from the lip would create 
unsteady pressures in the fuel cavity. 

The pressure in the cavity midway between the fuel metering 
ring and the mouth of the nozzle was measured. A fast response 
pressure transducer was used and care was taken to position the 
measuring point midway between the jets from the six fuel 
metering slots. Air pressure drop was held at 400 mm water. 

The pressure signals from the transducer were very unsteady 
and no specific frequency could be identified. The dominant -
disturbances were in the 0-10 Hz range, thus supporting the 
observed pulsations in the fuel spray. The measurements of the 
unsteadiness in the cavity are shown in Fig. 7, where the peak in 
unsteadiness coincides with the center of the unsteady operating 
regime. 

The mean pressure levels in the cavity are also of particular 
interest and these are shown in Fig. 8. In the fuel flow range 
corresponding to the unstable behavior, i.e., from 0.1 to 0.7 

Fuel 

Fig. 6 Fuel injector model for spray tests 
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liters/minute, the pressure in the cavity is lower than the level 
when no fuel is present. This means that when fuel arrives at 
the lip of the nozzle, it is stripped away by the passing air 
giving rise to a partial vacuum in the cavity. As the fuel flow 
rate is increased, the cavity fills up and the pressure then begins 
to rise linearly with the increase in fuel supply. When this 
happens, the fuel release rate is steady because fuel is being 
forced out of the mouth of the nozzle in a continuous process 
rather than being dragged out in sporadic bursts. 

An important part of the current tests was to establish what 
the effect would be of moving the metering ring closer to the 
exit plane of the nozzle. If this could be done without disturbing 
the spray pattern, the cavity volume in the nozzle would be 
reduced, thereby reducing the possibility of fuel instabilities. In 
moving the ring to the farthest downstream position, a particular 
concern was that spokes might appear in the spray cone due to 
the fact that there are six narrow channels in the metering ring 
through which all fuel passes. 

The tests with the metering ring in the downstream position 
did not show any sign of spoking in the spray cone. In fact, 
moving the ring to either side of the design position had little 
noticeable effect on the spray. The unsteady pulsing of the fuel 
flow was detected with the ring in all three positions. It was 
found, however, that the range over which pulsating occurred 
was reduced when the metering ring was moved closer to the 
mouth of the nozzle, i.e., when the fuel cavity volume was 
reduced. Thus, moving the metering ring downstream reduced 
fuel flow instabilities without disturbing the spray pattern. 

The work at the Whittle Laboratory thus identified a self-
excited unsteadiness in the fuel spray mechanism at low flow 
rates as a possible source of the rumble. The work also sug
gested that a reduction in the volume of the fuel cavity down
stream of the metering ring may be one way of reducing the 
problem. 

Engine Measurements. In parallel to the above diagnostic 
component tests described above, simultaneous unsteady mea
surements were carried out on a full engine with extensive 
dynamic instrumentation. The engine under investigation had 
Combustor 3 installed. 

Experimental Setup. Simultaneous dynamic measurements 
of pressure fluctuations in the fuel system, the high-pressure 
compressor, and the combustor were carried out to locate the 
source of disturbances that could be responsible for the rumble 
phenomenon. A cross-correlation was found very useful for 
determining the propagation directions of tonal frequency com
ponents (Bendat and Piersol, 1993). For this work, several fast 
response pressure transducers were mounted in the fuel system 
and in the compressor and combustor casings. The following 
data were recorded: 

• core mass flow and fuel flow 
• combustion noise (three Kistlers 120 deg apart) 
• fuel pressures (Kulites up- and downstream of the splitter 

unit) 
• engine shaft speeds Nl and N2 
• combustion total pressure 
• low pressure turbine inlet temperature 
• engine noise (microphones in the test cell) 
• compressor pressures upstream Rotor 1 (three Kulites 120 

deg apart) and upstream Rotor 2 (one Kulite). 

Diagnostic Investigations. The instrumented engine under
went a series of starts to idle and beyond. To investigate the 
effect of fuel-air ratio, compressor stall, etc., the engine was 
tested over a range of acceleration rates, compressor speeds, 
guide vane, and bleed valve settings. 

The slope of the fuel ramp after light-up was once doubled 
and once halved. While the amplitudes of the sub-idle rumble 
remained approximately constant, the duration of the noise sig
nificantly decreased for steeper fuel ramps: 25 s for slope halfed, 
12 s nominal, and 8 s when the slope was doubled. The data 
are shown in Fig. 9. 

The opening and closing of the bleed valve changes the fre
quency of the steady-state rumble. Opening the bleed valve 
increases fuel flow and decreases combustor air flow by about 
10 percent, thereby lowering air-fuel ratio. The transient bleed 
valve follows logic that detects changes in engine speed. Upon 
maneuvering the engine, the bleed valve opens and the rumble 
frequency goes down. 

While the fuel ramp and bleed valve changes showed that 
rumble could be influenced in frequency and duration the ampli
tude of the rumble could not be decreased. Especially at steady-
state idle operation the engine remained very noisy. 

Dynamic Data Analysis. Standard data analyses using these 
measurements were performed for: 

• combustion pressure fluctuation on a time-frequency plot 
• air-fuel ratio 
• estimated combustor efficiency 
• cross-spectra of combustor/compressor/fuel pressures. 

Standard phase relationships were analyzed for the compres-
sor/combustor/fuel system. The phase relationships were used 
to determine the interaction between the various engine compo
nents. Figure 10 shows power spectrum, coherence, and phase 
between two combustor casing pressures for one speed. At the 
speed the data were taken rumble was at about 76 Hz, coherence 
is nearly 1, and the phase difference is zero. Consequently, the 
rumble seen here is a purely axial phenomenon. Phase analyses 
at other speeds and probe references confirmed that only axial 
modes were present. 

The transfer function between the compressor Kulites and the 
rumble probes was also computed. In Fig. 11 power spectrum, 
coherence, and phase are plotted for the compressor Kulite up-
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Fig. 9 Variation of fuel ramp after startup: (a) 200 percent ramp, (*>) 
nominal, (c) 50 percent ramp 

stream Rotor 1 with respect to combustor pressure. The com
pressor lags the combustor at the rumble frequency, hence the 
compressor does not play a part in the instability, it only ' 'lis
tens." High coherence is observed at the frequency of interest. 

Similar analyses were carried out for the correlation of fuel 
system/combustor pressures and the two pressures measured in 
the fuel system. Phase changes were observed but careful analy
sis revealed that they were due to the characteristic of the splitter 
unit. The fuel system only picked up the combustor pressure 
fluctuations but did not play a role in the unstable behavior of 
the engine. 

From the analysis of the engine data it was concluded that 
the exclusive source of the noise was contained within the com
bustion module of the engine. As the analysis was conducted 

Phase 
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Fig. 10 Cross-correlation of combustion pressures showing one-di
mensional characteristic 

in parallel to the component investigations and the injector spray 
tests the required action became very clear: The injector had to 
be modified. 

Elimination of the Instability 
To meet the weak extinction requirements and to avoid over

heating of the fuel injector shrouds, Injector 1 was not a reliable 
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Fig. 12 Microphone data comparison of old and improved standards 

choice for certification. Injector 2, on the other hand, was shown 
to be the source of the rumble. It was decided that Injector 2 
should be modified while trying to keep its good weak extinction 
and thermal characteristics. 

One of the main differences between the injectors is the spray 
angle, which is a function of swirl strength and distribution. 
Several improvements were tested and the best results in terms 
of spray and cooling characteristics were found when the swirl 
was decreased in the outermost air stream. Initial tests were 
conducted in a 90 deg sector rig to check for emissions, weak 
extinction, and integrity. The best candidate, Injector 3, having 
a narrow-cone fuel spray closer to the characteristics of the 
Injector 1 design was tested in the full annular rig with good 
results; no rumble was detected. 

The final test was carried out in a full engine. Figure 12 
shows microphone data from an early flight engine with the old 
combustor and for comparison an engine with the improved 
fuel injector. Recorded data are shown versus time up to high 
idle. It is clear that the old combustor rumbled during startup, 
at idle, and during acceleration from low to high idle. Ampli
tudes were up to 130 dB. The improved combustor does not 
rumble after ignition and overall noise is about equal to first 
engine order noise (about 110 dB). At idle rumble is gone and 
it does not reappear during acceleration from low to high idle. 

Conclusions 
On the BR710 jet engine combustor rumble was noticed after 

a test bed change of the fuel injector. A systematic search was 
undertaken to identify the source of the combustion instability. 
With measurements performed on a development engine and 

on component test rigs, it was demonstrated that the rumble 
was due to a self-excited instability associated with the fuel 
injector design. Detailed studies of the injector revealed a possi
ble mechanism for unsteady fuel delivery and subsequent design 
changes eliminated the rumble noise. 

As a result of the work described here it is possible to make 
the following recommendations: 

• avoid internal air pockets in the injector 
• avoid unstable high swirl aerodynamics 
• take most of the pressure drop across the fuel injector tip 
• minimize the cavity downstream of the fuel metering ring 
• ensure good atomization at sub-idle conditions by appro

priate swirl distribution. 
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Development of a Dry Ultra-Low 
NOx Double Swirler Staged Gas 
Turbine Combustor 
This paper describes the development of an ultra-low NOx gas turbine combustor for 
cogeneration systems. The combustor, called a double swirler staged combustor, 
utilizes three-staged premixed combustion for low NOx emission. The unique feature 
of the combustor is its tertiary premix nozzles located downstream of the double 
swirler premixing nozzles around the combustor liner. Engine output is controlled 
by simply varying the fuel gas flow, and therefore employs no complex variable 
geometries for airflow control. Atmospheric combustion tests have demonstrated the 
superior performance of the combustor. NOx level is maintained at less than 3 ppm 
(02 = 15 percent) over the range of engine output between 50 and 100 percent. 
Assuming the general relationship that NOx emission is proportional to the square 
root of operating pressure, the NOx level is estimated at less than 9 ppm (02 = 15 
percent) at the actual pressure of 0.91 MPa (abs.). Atmospheric tests have also 
shown high combustion efficiency; more than 99.9 percent over the range of engine 
output between 60 and 100 percent. Emissions of CO and UHC are maintained at 0 
and 1 ppm (02 = 15 percent), respectively, at the full engine load. 

Introduction 
The number of cogeneration systems using a gas turbine as 

the prime mover has been increasing in Japan because of their 
high total thermal efficiency. Cogeneration systems are subject 
to strict NOx regulations since air pollution in big cities such 
as Tokyo shows no sign of improvement. Gas turbines have 
generally employed the water/steam injection or the selective 
catalytic reduction methods to reduce NOx emission. Both meth
ods increase costs, thereby discouraging the wider use of cogen
eration systems. A simple NOx reduction method with low run
ning and initial costs is urgently required. 

Lean premixed combustion is believed to be one of the most 
promising methods to reduce NOx emission from gas turbine 
combustors. A number of gas turbine manufacturers have ap
plied lean premixed combustion technology to develop dry low 
NOx combustors (Willis et al , 1993; Smith, 1992; McLeroy et 
al., 1995; Puri et al., 1995; Kitajima et al , 1995). Tokyo Gas 
has focused on the development of dry low NOx combustors 
for cogeneration systems with electricity output in the range of 
1 to 4 MW. Engine output is controlled by varying the fuel gas 
flow and therefore uses no complex variable geometries for air 
flow control. The combustors are also expected to replace ex
isting gas turbine combustors without remodeling the gas tur
bine system. 

Phase 1 of the development produced a double swirler com
bustor (Mori et al., 1993; Ishizuka et al., 1993). Atmospheric 
combustion tests showed promising results. NOx emission is 
expected to be less than 17 ppm (0 2 = 15 percent) at the actual 
operating pressure while maintaining higher than 99 percent 
combustion efficiency between 75 and 100 percent of engine 
load. Ishikawajima-Harima Heavy Industries Co., Ltd. has em
ployed the combustor for a 2 MW class gas turbine for a cogen
eration system. Engine tests currently being conducted have 
successfully confirmed the low NOx emission of the combustor. 
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International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-134. Associate Technical Editor: J. N. Shinn. 

Phase 2 has produced a double swirler staged combustor that 
achieves much lower NOx emission. Atmospheric combustion 
tests have demonstrated the superior performance of the double 
swirler staged combustor. This report describes the results of 
atmospheric bench tests of the double swirler staged combustor. 

Theoretical Considerations of Lean Premixed Staged 
Combustion 

While it is expected to be one of the most effective methods 
to reduce NOx emission, lean premixed combustion achieves 
low NOx emission with stable combustion only in a narrow 
combustion range. A low excess air ratio close to the stoichio
metric value allows stable combustion but results in very high 
thermal NOx emission due to high flame temperature. A high 
excess air ratio, which achieves very low NOx emission, often 
leads to high emission of CO and UHC with low flame stability. 
Both the excess air ratio and the flame temperature need to be 
maintained within an appropriate range to achieve low NOx 

while minimizing CO and UHC. The behavior of thermal NO 
formation as well as the oxidation of CO and UHC need to be 
carefully considered. 

Figure 1 shows calculated NOx levels against the excess air 
ratio and adiabatic flame temperature of an air-natural gas 
mixture (Hase et al., 1991; Hase and Kori, 1994). Natural gas 
supplied in Japan is considered (CH4 88.5 percent, C2H6 4.6 
percent, C3H8 5.4 percent, C4H10 1.5 percent). The calculation 
assumes atmospheric pressure and temperature for the pre-
mixture. The calculation is designed to simulate NOx levels in 
a test combustor with a residence time of between 20 and 25 
ms depending on the excess air ratio. The calculation takes into 
account the effect of the mixing of the air and fuel gas on NOx 

emission. Partial mixing means that premixed combustion takes 
place before the mixing between the air and fuel gas is com
pleted to the molecular level. Partial mixing assumes Gaussian 
distribution in terms of the excess air ratio. The standard devia
tion is set at 11 percent of excess air ratio; a typical degree of 
the fluctuation of excess air ratio observed in practical premixed 
combustors. With theoretically ideal perfect mixing, low NOx 

emission requires the flame temperature to be less than 1800 
K. With partial mixing, a much lower flame temperature is 

Journal of Engineering for Gas Turbines and Power JANUARY 1998, Vol. 1 2 0 / 4 1 
Copyright © 1998 by ASME 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



100 

x 
o 
z 

Partial Mixing 

Perfect Mixing 

y . • • • 

1.8 1.3 1.4 1.5 1.6 1.7 
Excess Air Ratio, \ [ - ] 

I I I I 
1900 1800 1700 1600 

Adiabatic Flame Temperature [K] 

Fig. 1 Predicted thermal NO* levels against excess air ratio and adia
batic flame temperature (Hase and Kori, 1994) 

needed; roughly lower than 1650 K. A much lower flame tem
perature than the theoretical value appears to be necessary in 
practice to reduce thermal NOx from actual gas turbine combus-
tors. 

It is difficult, however, to maintain complete, stable combus
tion of the premixed air fuel mixture with a flame temperature 
in a range under 1650 K. Two or multistaged combustion is 
one of most suitable methods to sustain stable combustion. In 
two-stage premixed combustion as shown in Fig. 2, the second
ary premixture ignites and burns while mixing with the primary 
hot combustion products generated by the stable primary com
bustion. The secondary premixture is critically lean, often out 
of the flammability limit. Extensive study has been made to 
investigate the oxidation behavior of the secondary ultra-lean 
premixture (Fujisaki et al., 1995). Along with experiments, the 
study made theoretical investigation using the "CHEMKIN" 
code, which was developed by Sandia National Laboratories in 
the U.S. (Kee et al., 1988) The oxidation behavior of methane 
and CO was investigated. 

Figure 3 shows the relation between the mixture temperature 
and the time required for 90 percent of the methane to be 
oxidized. Here, the mixture temperature is defined as the tem
perature of the instantaneous mixture consisting of the primary 
combustion products and the unburned secondary premixture 
prior to the oxidation. Enthalpy balance along with the depen
dency of specific heat capacity on temperature is taken into 
account to calculate the mixture temperature. The oxidation of 
methane depends predominantly on the mixture temperature and 
is almost independent of the excess air ratio of the secondary 
premixture. The mixture temperature needs to be higher than 
1250 K to oxidize methane in less than 1 ms, a residence time 
short enough for the flame zone of a gas turbine combustor. 
The mixture temperature needs to be at least 1200 K to oxidize 
the secondary premixture in less than 2 ms, a typical residence 
time given to the flame zone. 

Figure 4 shows the relation between the mixture temperature 
and the time required for CO to be oxidized down to 500 ppm. 
CO oxidation is influenced by the secondary excess air ratio of 
the secondary premixture as well as the mixture temperature. 
A high secondary excess air ratio requires a higher mixture 

Secondary Lean Premixture 

' I 1 — 
Primary 
Combustion c> ("mixing, oxidation } ^ 
Products 

i f r 
Secondary Lean Premixture 

Fig. 2 Schematic of two-stage combustion 

temperature to oxidize the secondary premixture in the same 
residence time. A high secondary excess air ratio leads to a 
stronger effect of the mixture temperature on CO oxidation. 
When the secondary excess air ratio is lower than 6, the effect 
of the mixture temperature is marginal and 1300 K is enough 
to oxidize CO in less than 2 ms. When the secondary excess 
air ratio is higher than 10, the effect of the mixture temperature 
is strong and the mixture temperature needs to be higher than 
1400 K. A low secondary excess air ratio or relatively rich 
secondary premixture is preferred for the oxidation of CO. 

Based on these considerations, staged combustion needs to 
generate a flame temperature lower than 1650 K to minimize 
NOx emission. To achieve high combustion efficiency, staged 
combustion needs to maintain the mixture temperature of the 
primary combustion products and the secondary premixture at 
more than 1400 K for a wide range of secondary excess air 
ratios. The mixture temperature can be higher than 1250 K if 
the secondary excess air ratio is maintained at less than 6. 

Double Swirler Staged Combustor 

The double swirler staged combustor has been developed 
based on the considerations outlined in the previous section. 
Figure 5 shows the concept of the double swirler staged combus
tor. The unique feature of the combustor is a set of tertiary 
premix nozzles located around the combustor liner downstream 
of the double swirler premixing nozzles. The double swirler 
premixing nozzles consist of two coaxial annular nozzles, pri
mary and secondary, with radial swiriers. A pilot nozzle with 
an axial swirler is installed in the center of the double swirler 
premixing nozzles. Since it generates a diffusion flame rather 
than a perfect premixed flame, the pilot nozzle is expected to 
stabilize lean premixed flames generated by the other premix 
nozzles adequately. All the swiriers generate swirling flows of 
the same rotation. 

The double swirler staged combustor has four separate fuel 
lines leading to the pilot, primary, secondary, and tertiary noz
zles. Figure 6 shows the fuel supply schedule to the nozzles. 
The fuel supply schedule maintains the excess air ratio of the 
pilot nozzle (hereafter \pi]) and the excess air ratio of the pri
mary nozzle (hereafter \pl i) as a constant over the whole engine 
load to generate a stable combustion with low NOx emission. 
In the low mode, when the engine load is between 0 and approx
imately 30-40 percent, the schedule supplies fuel only to the 
secondary nozzle, with no fuel to the tertiary nozzles. The sec
ondary fuel is controlled to meet the engine load. The fuel-air 
premixture created in the secondary nozzle is essentially very 
lean with its excess air ratio (hereafter Xscc) being a minimum 
of 2.0, thereby igniting and oxidizing while directly contacting 

N o m e n c l a t u r e 

Vpii = pi lot nozz le exces s a i r ra t io \ s s 

Xpri = p r i m a r y n o z z l e e x c e s s air ra t io X„ 
= secondary nozzle excess air ratio 
= tertiary nozzles excess air ratio 

total excess air ratio 
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Fig. 3 Methane oxidation time (Fujisaki et al., 1995) 

the stable primary combustion products generated by the pilot 
and primary nozzles. Since its flame temperature is kept low 
with excessively high excess air ratio, the secondary flame is 
expected to produce almost no thermal NOx. In the high mode 
in which the engine load is up to 100 percent, fuel is supplied 
to the tertiary premix nozzles. All the other fuel flows to the 
pilot, primary, and secondary nozzles, are maintained constant 
at the maximum levels. Similar to the ignition behavior of the 
secondary fuel, the tertiary premixture is expected to mix with 
the combustion products generated by the pilot, primary, and 
secondary nozzles and finally oxidizes in a few milliseconds. 
The excess air ratio of the tertiary nozzles (hereafter X.tel) is 
also kept high so that almost no NOx is produced. 

The double swirler staged combustor, with its ability to con
trol the fuel flow of the tertiary as well as secondary nozzles, 
is expected to allow a wider turn-down ratio than the original 
double swirler combustor. Since it minimizes the proportion of 
fuel to the pilot and primary nozzles, which are considered to 
be the main NOx source, the double swirler staged combustor 
is also expected to reduce NOx emission substantially. 

Operating Conditions and Target Performance 
The operating conditions and target performance of the com

bustor were determined to meet the general requirements for 
gas turbine combustors for cogeneration systems. Table 1 shows 
the operating conditions and target performance. The target NOx 

Primary Nozzle 
Primary Swirler / secondary Nozzle 

Secondary Swirler/ 

Tertiary Fuel 

Primary Fuel 

Pilot Fuel 

Secondary Fuel 

Pilot Swirler \ Pilot Nozzle \ Tertiary Nozzles 

Fig. 5 Double swirler staged combustor 

level is 9 ppm at engine load between 50 and 100 percent, the 
normal operating range of gas turbines for cogeneration. At less 
than 50 percent engine load, the target NOx level is 25 ppm, 
which is a general low NOx combustor target. These target NOx 

levels are converted to 3.0 and 8.3 ppm under atmospheric 
pressure assuming the general relationship that NOx emission 
is proportional to the square root of operating pressure. NOx 

emission is reported to be slightly less than proportional to the 
square root of operating pressure for lean premixed combustion 
(Willis et al., 1993; Correa, 1992). Therefore, these target NO„ 
levels under atmospheric pressure appear to be on the reason
ably safe side. It should be noted, however, that further consid
eration is necessary to determine precisely the effect of pressure 
on NOx in the range of 5-10 ppm along with the effect of 
prompt NO that might be generated by the pilot diffusion flame. 

The target combustion efficiency is higher than 99 percent, 
preferably nearing the 99.9 percent level, under normal opera
tion between 50 and 100 percent engine load. Higher than 95 
percent efficiency is required below 50 percent load to provide 
moderate engine operation. 

Figure 7 shows the schematic of a prototype combustor. Table 
2 shows the open area ratios of the combustor nozzles. 

Test Facility 
A schematic of the test facility is shown in Fig. 8. The test 

facility comprises an air blower, an air preheater, test combus-
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Table 1 Target performance and operating conditions Table 2 Open area ratios of combustor nozzles 

Combustor Inlet Air Pressure 0.91 MPa (abs) 

Combustor Inlet Air Temperature 640 K 

Full Load Combustor Outlet 

Gas Temperature 
1473 K 

Full Load Excess Air Ratio 2.7 

Fuel 

(LHV) 

Natural Gas 

(41.6MJ/Nm3) 

NOx Target 

(50-100% Engine Load) 

(0-50% Engine Load) 

<9ppm(0 2=15%) 

< 25 ppm (02=15%) 

Combustion Efficiency Target 

(50-100% Engine Load) 

(0-50% Engine Load) 

>99% 

>95% 

Pattern Factor Limit <0.15 

Combustor Pressure Drop 3 % 

tors, a measurement section, and an exhaust gas cooler. The air 
was preheated to the required temperature by the heat ex
changer. After being rectified in the rectifying tank, the air was 
introduced into the test combustor. Natural gas supplied in Japan 
(CH4 88.5 percent, C2H6 4.6 percent, C3H8 5.4 percent, C4H|0 

1.5 percent) was used as a fuel. The flow rates of the fuel gas 
were measured with roots-type volumetric flow meters (Gas 
Oval, accuracy ±1 percent of the full scale). Combustion ex
haust gas was sampled with a five-point water-cooled probe 
positioned 450 mm downstream from the combustor outlet. The 
sampled gas was introduced into gas analyzers through a Teflon 
tube heated at 390 K. Five major components of 0 2 , CO, C0 2 , 
NOx, and UHC were analyzed. Of these components, 0 2 was 
analyzed with a magnetic analyzer, CO and C0 2 with a nondis-
persive infrared analyzer, NOx with a chemiluminescence ana
lyzer, and UHC with a flame ionization detector. The tempera
ture distribution at the combustor outlet was measured at nearly 
the same axial position as the gas sampling probe. The distribu
tion was measured with type K thermocouples (diameter 3.2 
mm) at 24 stationary positions to obtain the pattern factor. 
Through the inspection window located at the end of the com
bustion chamber, the flame was continuously monitored by a 
TV camera. 

The total flow rate of the process air was calculated from 
exhaust gas composition and measured total fuel flow. The flow 
rate to each nozzle was calculated by assuming that the total 
air flow was split proportional to the open area of the respective 
air nozzle as shown in Table 2. The excess air ratio of each 

Pilot Nozzle 7.2 % 

Primary Nozzle 14.3% 

Secondary Nozzle 17.1 % 

Tertiary Nozzles 36.6 % 

Sub Total 75.2 % 

Cooling Air 7.0 % 

Dilution Air 17.8% 

nozzle was finally calculated from the calculated air flow and 
measured fuel flow rate at each nozzle. The effective flow areas 
of each nozzle were not calculated or measured to estimate the 
air flow splits accurately, and thus the excess air ratios of each 
nozzle. Since the present combustor is a prototype combustor 
tested under atmospheric pressure to identify the effect of 
multistaged combustion, accurate estimation of the air splits 
seemed unnecessary. It should be noted, however, that the ter
tiary nozzle, with a long duct and a sharp elbow, may have 
relatively large pressure loss than the other nozzles. Air flow 
through the tertiary nozzle may be lower than based on the 
open area. 

Combustion Characteristics 
Figures 9, 10, 11, and 12 show a typical combustion perfor

mance of the combustor. The effects of the total excess air ratio 
(hereafter \,ot) on NOx, combustion efficiency, CO, and UHC 
are shown separately. Total excess air ratio, \t0(, was calculated 
from the composition of exhaust gas measured at the exit of the 
combustor. Engine loads of 100, 50, and 0 percent correspond to 
2.7, 3.9, and 6.8 of \tot in the figure if 0 percent engine load 
requires 40 percent of the full-load fuel flow, the amount neces
sary to drive the compressor. \pil was maintained at 2.0. The 
combustor employed two levels of Kpri, 1.6 and 1.8, each of 
which was held constant over the whole engine load. 

NOx Characteristics. Figure 9 shows the behavior of NOx 

emission. NOx level is greatly influenced by the high/low mode 
along with \ tot. In the low mode, when the engine load is small, 
\tot is varied by controlling the secondary fuel, with no fuel into 
the tertiary nozzles. When XM is between 8.0 and 6.0 the NOx 

level remains low at approximately 1.5 and 2.9 ppm for \pri of 
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1.6 and 1.8, respectively. The secondary flame appears to pro
duce virtually no NOx in this range of \ lot. A sharp increase in 
NOx level is observed when Xtot decreases from 5.0 to 4.0. The 
NOx level reaches as high as 8 ppm for Xtm of 4.0 and Xpri of 
1.6. When Xtot is 4.0 with Xpri of 1.6, \sec is as low as 1.5, lower 
than \p,i of 1.6. Very low Xsec, and thus high secondary flame 
temperature, appears to cause the sharp increase in thermal 
NOx production. A theoretical consideration of adiabatic flame 
temperature, as shown in Fig. 1, may explain this phenomenon. 
The calculated adiabatic flame temperature of the mixture of 
the pilot, primary, and secondary flames is 1598, 1691, and 
1780 K at Xtol of 5.1, 4.5 and 4.1, respectively, so a high level 
of NOx is expected at X,ot of 4.1 and 4.5. 

Considering the behavior of NOx level in the low mode, the 
change in the combustion mode from low to high was initiated 
at \ tol of approximately 5.0. In the high mode, the combustor 
supplied and controlled the tertiary fuel while maintaining the 
secondary fuel constant at the level at which the combustion 
mode changes. A marginal decrease in NOx level is observed 
when Xtot decreases from 5.0 to 3.5. With its sufficiently high 
excess air ratio, the tertiary flame appears to produce almost no 
NOx in this range of Xtot. Lower Xtot eventually leads to lower 
converted NOx emission since the tertiary flame consumes more 

oxygen without producing NOx. When Xlot decreases below 3.5, 
a sharp increase in NOx level is again observed. Similar to the 
effect of Xsec in the low mode, a low level of Xler and thus 
high temperature of the tertiary flame appears to allow a sharp 
increase in thermal NO production. When Xpri is set at 1.6, the 
calculated adiabatic flame temperature of the tertiary flames is 
1248, 1653, and 1778 K at Xlot of 3.4, 2.7, and 2.5, respectively, 
so a high level of NOx is expected at Xto( of 2.7 and 2.5. 

The effect of Xpri is straightforward. Higher Xpri results in 
lower NOx level. At Xtol of 2.7, i.e., the full engine load, Xpri of 
1.8 generated approximately 1 ppm lower NOx than that of Xpii 

1.6. The NOx level of approximately 4 -5 ppm at XIot of 2.7, 
i.e., full engine load, does not appear to satisfy the target value 
of 3 ppm under the atmospheric combustion test. Either Xpii or 
Xpri should be increased. 

Combustion Efficiency. Figures 10, 11, and 12 show the 
behavior of combustion efficiency, CO, and UHC, respectively. 
In Fig. 10, the high mode shows high combustion efficiency, 
in particular at Xtot less than 4.0. Loss of combustion efficiency 
is observed at Xto, around 4.5. Figures 11 and 12 reveal that this 
loss is mainly due to a large increase in unburned CO rather 
than UHC. At Xtot of 4.5 and \„ri of 1.6, Xtel is calculated to be 
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Fig. 13 Optimized performance of the combustor 

approximately 16, with the mixture temperature of the combus
tion products from the pilot, primary, and secondary flames and 
the tertiary premixture being 1264 K. While this level of the 
mixture temperature is high enough for the oxidation of methane 
as shown in Fig. 3, the high level of X,er requires excessively 
long residence time for CO oxidation, thereby leaving a substan
tial amount of CO unburned, as explained by Fig. 4. 

In the low mode, high emission of CO and UHC, and thus 
a large loss of combustion efficiency, is observed when X,ot is 
greater than 4.5. Higher \pri results in lower combustion effi
ciency. The primary flame appears to have a great effect on 
combustion efficiency. The calculated adiabatic flame tempera
ture of the mixture of the pilot and primary flames is 1887 and 
1806 K, for \pri of 1.6 and 1.8, respectively. The temperature 
of the instantaneous mixture of the combustion products from 
the pilot and primary flames and the secondary lean premixture 
is 1297 and 1250 K, for Xpri of 1.6 and 1.8, respectively. This 
47 K difference in the mixture temperature appears to have 
resulted in the great difference in combustion efficiency. In the 
theoretical consideration shown in Fig. 3, a minimum mixture 
temperature of 1250 K is needed to oxidize the secondary lean 
premixture in less than 1 ms if the mixing process between the 
primary combustion product and the secondary premixture is 
instantaneous. A sharp increase in the oxidation time is expected 
when the temperature of the mixture decreases below 1200 K. 
It appears that for the practical combustor in this research, the 
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mixing process between the pilot and primary flame and the 
secondary premixture may not necessarily be instantaneous, and 
thus the required temperature for methane oxidation may be 
higher depending on the degree of the mixing. 

Combustion efficiency is minimized at Xtol of approximately 
7.0, with the highest emission of UHC. At Xtot of 7.0 and 6.6, 
Xsec becomes excessively high, over 7.2 and 7.3 for Xpri of 1.8 
and 1.6, respectively. The oxidation of CO and the secondary 
fuel gas is hardly expected. Combustion efficiency recovers as 
Xtot increases to its maximum level. This is due to the fact 
that at the maximum Xfot the combustor supplies virtually no 
secondary fuel. The combustion efficiency and the emission of 
UHC and CO at the maximum Xlot is therefore from the combi
nation of the pilot and the primary flames. As X,ot increases 
from about 7.0 to its maximum level, the secondary flame pro
duces less UHC and CO as the secondary gas flow itself is 
reduced, thereby improving the overall combustion efficiency 
ultimately to that of the combination of the pilot and primary 
flames. Similar phenomena of increased combustion efficiency 
are also observed in high mode combustion, when Xtot increases 
from 4.5 to 5.0. In the high mode, the tertiary flame appears to 
act as the secondary flame does in the low mode. 

It is very important to identify whether the pilot or the pri
mary flame produces UHC and CO at the maximum Xtot when 
no secondary fuel is supplied. Considering that the pilot burner 
is designed to generate a stabilized diffusion flame, the majority 
of UHC and CO appears to come from the premixed primary 
flame, the stabilization of which depends on the pilot flame. 
Unlike the pilot flame, the primary flame has a direct mixing 
with the secondary air flow when no fuel is supplied to the 
secondary nozzle. The outer side of the swirling primary flame, 
in particular, has a very limited residence time, approximately 
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1 ms, before it mixes with the secondary air flow, presumably 
resulting in high emission of UHC and CO. 

Optimization of the Combustor 
The previous chapter suggests various strategies to optimize 

the combustor. To improve the combustion efficiency in the 
low mode and to reduce NOx level in the high mode, \pi] and 
X.pri have been modified. Two different levels of \pri have been 
set depending on the combustion modes, 1.4 in the low mode 
and 1.8 in the high mode. \pi| has been reduced and maintained 
at 2.2 over the whole engine load to further reduce NOx emis
sion. The results are shown in Figs. 13 and 14. The optimized 
levels of Xpli substantially improve NOx emission in the high 
mode and combustion efficiency in the low mode. At Xtoi of 
2.7, i.e., the full engine load, 2.8 ppm NOx, 0 ppm CO and I 
ppm UHC are obtained. At \m of 3.6, i.e., the 60 percent engine 
load, 2.1 ppm NOx, 13 ppm CO, and 3 ppm UHC are obtained. 

Figure 15 shows the estimated performance of the actual 
engine if the present combustor is used at the actual operating 
pressure of 0.91 MPa (abs.). In actual engine operation, the 
combustion mode should be changed preferably at engine load 
of 40 percent. A NOx level of 9 ppm converted empirically 
to the actual operating pressure and higher than 99 percent 
combustion efficiency is expected for engine load between 50 
and 100 percent, the normal operating range. Higher than 99.9 
percent combustion efficiency is expected for engine load be
tween 60 and 100 percent. In the range of less than 50 percent 
engine load, usually observed at start-up and shut down, less 
than 25 ppm NOx and more than 95 percent combustion effi
ciency are expected. 

Figure 16 shows the axial temperature distribution of the 
liner wall at the full engine load. The axial distance starts from 
the secondary nozzle port (see Fig. 4) . Type K thermocouples 
(diameter 1.0 mm) were used. The liner utilizes little cooling 
air to prevent excessive cooling air from quenching lean com
bustion. Relatively hot points are observed around 200 mm 
position, the liner temperature is maintained reasonably low. 

Figure 17 shows the distribution of exhaust gas temperature 
at the full engine load measured by 24 stationary thermocouples. 
So far as the 24 measuring points are concerned, no hot spots 
are identified. Considering that the combustor is a single can 
in which the flow is in nature an axisymmetric strong swirling 
flow with large internal recirculation in the vicinity of the pri
mary and secondary nozzles, the temperature distribution ap
pears to be reasonably uniform. A very good pattern factor of 
0.014 has been achieved. The exhaust gas in practice led to the 
turbine through the scroll, suggesting that better distribution of 
exhaust gas temperature is expected at the turbine inlet. 

Pressure loss at the full engine load is acceptable at approxi
mately 3.9 percent. 

Conclusion 

A double swirler staged combustor has been successfully 
developed at atmospheric pressure. This combustor has a simple 
geometry, which covers the whole range of engine load simply 
by controlling fuel gas flow. Atmospheric bench tests showed 
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Fig. 17 Exhaust gas temperature distribution (at full-load operation) 

that the double swirler staged combustor offers superior perfor
mance; less than 3 ppm NOx emission (0 2 = 15 percent) be
tween 50 and 100 percent of engine load and more than 99.9 
percent combustion efficiency between 60 and 100 percent of 
engine load. The NOx emission level is estimated at less than 
9 ppm (0 2 = 15 percent) if converted empirically to the actual 
operating pressure. The liner wall temperature and pattern factor 
of the exhaust gas temperature are maintained satisfactorily. 

After further improvement, a series of engine tests will be con
ducted to establish the practical performance of the combustor. 
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NOx-Abatement Potential of 
Lean-Premixed GT Combustors 
The influence of the structure of perfectly premixed flames on NOx formation is 
investigated theoretically. Since a network of reaction kinetics modules and model 
flames is used for this purpose, the results obtained are independent of specific 
burner geometries. Calculations are presented for a mixture temperature of 630 K, 
an adiabatic flame temperature of 1840 K, and 1 and 15 bars combustor pressure. 
In particular, the following effects are studied separately from each other: 

• molecular diffusion of temperature and species 
• flame strain 
• local quench in highly strained flames and subsequent reignition 
• turbulent diffusion (no preferential diffusion) 
• small scale mixing (stirring) in the flame front 

Either no relevant influence or an increase in NOx production over that of the one-
dimensional laminar flame is found. As a consequence, besides the improvement of 
mixing quality, a future target for the development of low-NOx burners is to avoid 
excessive turbulent stirring in the flame front. Turbulent flames that exhibit locally and 
instantaneously near laminar structures ( "flamelets") appear to be optimal. Using the 
same methodology, the scope of the investigation is extended to lean-lean staging, since 
a higher NOx-abatement potential can be expected in principle. As long as the chemical 
reactions of the second stage take place in the boundary between the fresh mixture of 
the second stage and the combustion products from upstream, no advantage can be 
expected from lean-lean staging. Only if the primary burner exhibits much poorer mixing 
than the second stage can lean-lean staging be beneficial. In contrast, if full mixing 
between the two stages prior to afterburning can be achieved (lean-mix-lean technique), 
the combustor outlet temperature can in principle be increased somewhat without NO 
penalty. However, the complexity of such a system with a larger flame tube area to be 
cooled will increase the reaction zone temperatures, so that the full advantage cannot 
be realized in an engine. Of greater technical relevance is the potential of a lean-mix-
lean combustion system within an improved thermodynamic cycle. A reheat process with 
sequential combustion is perfectly suited for this purpose, since, first, the required low 
inlet temperature of the second stage is automatically generated after partial expansion 
in the high pressure turbine, second, the efficiency of the thermodynamic cycle has its 
maximum and, third, high exhaust temperatures are generated, which can drive a power
ful Rankine cycle. The higher thermodynamic efficiency of this technique leads to an 
additional drop in NOx emissions per power produced. 

Introduction 
Due to its outstanding NOx abatement potential, lean-pre-

mixed combustion has become the prevailing combustion tech
nique of gas-fired land-based gas turbines within the last decade. 
Furthermore, progress has been made recently in the extension 
of the fuel spectrum toward liquid fuels as well as syngas from 
gasification processes. Since at high air pressures and tempera
tures lean premixing exhibits inherent flashback problems, com
promises in regard to mixing quality had to be made until now 
in the design of reliable gas turbine burners, which result in 
elevated NOx levels. However, improvements of the fuel-air 
mixing technique will lead to gas turbine burners that are free 
of these shortcomings in the near future. As a consequence, it 
becomes increasingly important to investigate how far the NO, 
production of lean, perfectly premixed turbulent flames can be 
lowered. 

The minimum attainable level for the unstaged process is 
influenced by the interaction of turbulence with chemistry. Mod-

Contributed by the International Gas Turbine Institute and presented at Turbo 
Asia '96, Jakarta, Indonesia, November 5-7,1996. Manuscript received at ASME 
Headquarters July 1996. Associate Technical Editor: J. W. Shinn. Paper No. 96-
TA-21. 

eling this interaction in sufficient depth would require a direct 
numerical simulation with detailed chemistry in order to capture 
the important influences on NO, formation. Such numerical 
simulations up to now have been restricted to very simple flows 
and low turbulent Reynolds numbers. The computation of flows 
with a higher technical relevance, like combustor flows in our 
case, requires turbulence modeling and other crude simplifica
tions with respect to the chemical reaction, so that the generation 
of a detailed understanding of the underlying phenomena cannot 
be expected. 

Fortunately, the influence of turbulence-chemistry interaction 
on NO, formation can be studied in sufficient detail as long as 
the minimum NO, level is of technical interest. Since the local 
characteristics of premixed flames can be characterized by simi
larity numbers, a phenomenological description of effects that 
potentially may govern the NO, formation can be given and the 
phenomena can be explored on the basis of model flames and 
reactor models, which are accessible for a full numerical model
ing without excessive difficulty. This approach not only pro
vides information about the NO formation of a turbulent flame 
front but, in addition, reveals the potential of lean and staged 
combustion methods. 

The nitrogen chemistry as such is well enough understood 
for present purposes. As long as only clean fuels without fuel-
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bound nitrogen are considered, three NOx-formation paths, i.e., 
the so-called Zel'dovich, nitrous oxide (N 2 0) , and prompt 
mechanisms, contribute to the formation of NO in lean premixed 
combustion. The prompt mechanism, based on available rate 
data, exerts a negligible-to-weak effect in high pressure, lean 
flames. For the flame zone of atmospheric, lean, premixed com-
bustors, the mechanism can be significant and has to be consid
ered. As the excess air and/or the pressure increases, the ratio 
of NO formed by the Zel'dovich mechanism to NO formed by 
the nitrous oxide mechanism decreases. This is due to the high 
activation energy of the Zel'dovich mechanism and the pressure 
sensitivity of the N20 formation. Under the conditions of great
est interest for gas turbine combustion, namely near lean extinc
tion and at high pressures, the nitrous oxide mechanism is pre
dominant and can account for essentially all of the NO formed 
[1]. Since the NO formation through all three paths strongly 
depends on the concentration of the radicals of the oxyhydrogen 
pool, the NO is formed mainly in the flame zone, where super-
equilibrium concentrations are observed. Farther downstream, 
after the breakdown of the fuel and the consumption of the 
intermediates is completed, the NO production drops to the rate 
given by the Zel'dovich mechanism at O-equilibrium. As a 
consequence, for primary zone temperatures below approxi
mately 1750 K no significant dependence of the NOx emissions 
on the combustor residence time is found. 

Although some differences in the NOx-formation rates pre
dicted from different reaction mechanisms are found in the 
literature, only the results computed on the basis of the mecha
nism for methane proposed by Miller and Bowman [2] will be 
presented throughout the paper. It is important to note that the 
findings presented subsequently were not altered qualitatively 
when using different models. Combustion process parameters 
are chosen to represent current development targets for utility 
heavy-duty gas turbines. 

Flame Structures of Gas Turbine Burners 
Turbulent processes in flames are characterised by a broad 

range of time and length scales. In swirling flows, the size of 
the largest vortices with the turbulent macroscale L, is strongly 
linked to the burner size. Perturbations with long wavelengths 
generate large vortices, which subsequently interact with each 
other and form a cascade of smaller and smaller vortices of 
increasing frequency [3], The turbulent kinetic energy, which 
is mainly concentrated in the motion of the large vortices, is 
finally dissipated at vortex sizes below the Kolmogorov scale. 

In order to characterize the interaction between turbulence 
and chemistry, similarity parameters can be defined. The gov
erning parameters can be grouped within a set of essentially 
five dimensionless numbers. The ratio u'h\ and the ratio L,I8\ 
relate properties of the large-scale turbulence to parameters that 
characterize a one-dimensional laminar flame. In addition, the 
turbulent Reynolds number Re, relates the transport by large 
turbulent vortices ("turbulent diffusion") to molecular trans
port (diffusion), whereas the Damkohler number Da compares 
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Fig. 1 Turbulent combustion diagram 

the mixing time due to the large-scale vortex motion to the 
characteristic chemical time scale of a laminar one-dimensional 
flame. The Karlovitz number Ka relates this chemical time scale 
to the mixing time of the smallest vortices in the turbulent 
energy cascade. Different definitions for Ka are found in the 
literature based either on the Taylor scale X or on the Kolmo
gorov microscale r\ and with a variety of constants proposed. 
Interestingly, the Karlovitz number is also a measure for the 
volumetric heat release, since it relates the chemical time scale 
of the flame front to the generation of flame surface in the 
turbulent case. Implicitly, in defining the Damkohler number 
and the Karlovitz number, it is assumed that the mixing time 
within turbulent eddies correlates well with the time for eddy 
rotation. This might not be fully justified at least for low turbu
lent Reynolds numbers [4] . The five parameters mentioned are 
not independent from each other but can be coupled via the 
relationships of the turbulent cascade of isotropic turbulence. 
(A summary of the most important relationships as well as the 
aforementioned definitions are listed in Appendix A). When 
the turbulent Reynolds number Re,, the Damkohler number Da, 
and the Karlovitz number Ka are expressed as a function of 
u'/si and L,I8X, turbulent flames can be characterized in the so 
called Borghi diagram [5] (Fig. 1). 

The two marked spots in the diagram represent the conditions 
for typical premixed gas turbine burners in an engine and at 
atmospheric test conditions, respectively. The highest Karlovitz 
numbers appear at the maximum air preheat and represent op
erating points near the lean blowout limit (the burner rating is 
5-10 MW thermal output at 15 bar combustor pressure, turbu
lent length scales were obtained by LDA measurements, and 
the laminar flame speed and flame thickness were computed 
with a one-dimensional premixed flame model). 

Nomenclature 

a = thermal diffusivity, m2/s 
a = strain rate, s"1 

A = area, m2 

D = diffusion coefficient (species), 
m2/s 

Da = Damkohler number 
Damix = mixing Damkohler number = 

' m i x ' ' chem 

e = turbulent dissipation rate, m2/s3 

8\ = laminar flame thickness, m 
7] = Kolmogorov scale, m 

k = turbulent kinetic energy, m2/s2 

Ka = Karlovitz number 
L, = turbulent macroscale, m 

Le = Lewis number = alD 
X = Taylor scale, m 
X = thermal conductivity, W/m/K 
v = kinematic viscosity, m2/s 
p = pressure, N/m2 

Re, = turbulent Reynolds number 
s, = laminar flame speed, m/s 

t = time, s 
'bumout = burnout time (99.9 percent reac

tion progress), s 
fres = residence time, s 
T = local temperature, K 

Tmi = adiabatic flame temperature, K 
Tln = reactant temperature at inlet, K 

T = characteristic time scale, s 
u' = rms of turbulent fluctuations, 

m/s 
X = mole fraction 
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A set of borderlines can be defined, where turbulent flames 
change their appearance due to changes in the interaction of 
turbulence with chemistry. However, since the methodology 
depends on the comparison of two phenomena competing with 
each other with subsequent neglecting of the influences of the 
weaker partner as well as on the validity of relationships of 
isotropic turbulence, a sharp transition cannot be expected when 
such a borderline is crossed. Turbulent premixed flames have 
been a major research field for a long time and many detailed 
investigations of particular effects present in turbulent flames 
have been published. Subsequently, a brief overview of the 
current knowledge will be given. In interpreting the results from 
the review, an attempt is made to develop an understanding of 
the phenomena governing the structure of turbulent flames with 
respect to the properties of the underlying flow field. The fol
lowing flame types can be defined. 

"Pseudo" Laminar Flames. In flows with local laminar 
flame structure, the turbulent Reynolds number of all possible 
vortex sizes must be less than unity. This condition is satisfied 
if Re, < 1. Since the viscous dissipation is strong in comparison 
with the turbulent transport, this leads to immediate dissipation, 
so that the character of the flame is well represented by the 
relationships of a one-dimensional laminar flame. 

Wrinkled Flames. Reacting flows with low turbulence in
tensity and turbulent length scales, which are considerably 
greater than the thickness of the flame front, generate a wrin
kling of the reactive layer with an increase in total flame area 
and volumetric heat release. As long as u' remains smaller than 
the laminar flame speed st, the flame front exhibits a connected 
surface. 

Wrinkled, Corrugated Flames With Pockets. Turbulent 
structures with intensities u' above the laminar flame speed Si 
cause a disruption of the flame surface. Zones of high velocity 
can, for example, bend the local flame zone so strongly that 
locally H-shaped bulges of products are generated and finally 
separated from the main flame front (pockets) after the reaction 
at the link to the main flame front has been quenched. 

Flames of the three aforementioned types have been subject 
to a large number of detailed investigations. Although the global 
appearance of the flame front is strongly influenced by turbu
lence, it is commonly understood that with respect to NO pro
duction no major deviations from the mechanisms found in one-
dimensional flames can be expected. As long as the laminar 
flame is faster than the turbulent velocity u' and the flame is 
much thinner than the size of all turbulent eddies, it can be 
concluded that the combustion process is locally well repre
sented by the laminar flame theory. In comparison to this so-
called (unstrained) flamelet regime, the current understanding 
of premixed, highly turbulent flames is much less consistent. 
Stirring of the flame front by turbulent eddies, the increase of 
the diffusion due to turbulence as well as the local stretching 
of flame fronts during flame-vortex interaction with subsequent 
quenching and re-ignition may affect the NO production of 
premixed flames. 

Thickened, Wrinkled Flames. As soon as the Karlovitz 
number exceeds unity, the dissipation of turbulent kinetic en
ergy will require a drop in the turnover time of the smallest 
eddies below the reaction time of the laminar flame front. It is 
postulated in the literature [6] that the smallest eddies of the 
turbulent flow field will produce stirring in the reacting layer 
and will alter the appearance of the flame front. The turbulent 
scales smaller than the flame thickness produce a thickening 
of the reactive layer due to enhanced (turbulent) diffusion of 
temperature and species, whereas the larger scales wrinkle the 
thickened flame front. The increase in heat release is attributed 
to the generation of flame area (wrinkling) as well as to an 
increase of flame speed. It is important to keep in mind that 

the mixing process in the flame front, which finally leads to 
thickening, is generated by the rotational motion of vortices. 
Since this kind of stirring produces continuously backward and 
forward mixing, it leads to the mixing of media with different 
levels of reaction progress during the combustion process. It has 
to be expected that the relationship between the concentration 
of radicals governing NO formation and the average reaction 
progress is altered with respect to the laminar case. It is some
what unclear presently how quickly flame thickening occurs 
when the Karlovitz number is increased above unity. 

Thickened (Thick) Flames. Increasing the Karlovitz num
ber further shifts the critical vortex size, which separates the 
regime of flame thickening from that of flame wrinkling, toward 
the largest vortices of the turbulent flow field (Da = 1). Above 
that limit (Da < 1) even the turnover time of the largest vortices 
is shorter than the chemical time scale. As a consequence, the 
wrinkled flame structure is lost entirely and the flame front 
appears as a thick reacting layer, which progresses with high 
turbulent flame speed. The reacting layer between reactants and 
products can be interpreted as an ensemble of stirred spots 
with a wide range of sizes, which promote the diffusion of 
temperature and species. The continuous transition (time aver
age) from reactants to products implies directly that the charac
teristic size of the stirred spots does not exceed the thickness 
of the reaction zone. A widely used classical model of a highly 
stirred flame is the perfectly stirred reactor (PSR). However, 
the PSR does not fulfill the constraint that the characteristic 
size of the stirred spots does not exceed the thickness of the 
reaction zone because the homogeneous reaction volume cannot 
be subdivided in areas of different time-averaged reaction prog
ress. Since the homogeneous reaction volume is obtained at the 
expense of a discontinuity at the inlet of the reactor, fundamen
tal differences between the reaction in highly turbulent flames 
and stirred reactors exist. 

Stretched Flames. Besides flame front stirring and en
hanced diffusion due to turbulence, flame stretch might alter 
the radical pool during reaction. As already mentioned, the 
ensemble of turbulent vortices produces fluctuating strain to 
which the flame front is exposed while it propagates against 
the flow direction. A flame is locally stretched when in a frame 
of reference moving with the flame the velocity normal to the 
flame front undergoes deceleration toward the reaction zone. 
At the same time, a velocity component parallel to the flame 
front develops. In contrast to the unstrained one-dimensional 
flame, which consumes all the reactants it has previously pre
heated, the strained flame is characterized by a continuous con-
vective loss of reactants during preheat. Flame zones of high 
strain are found, e.g., where a counterflow from opposite sides 
toward a point of stagnation occurs [7] . The case of a coun
terflow of reactants from one side and products from the second 
side is of particular interest for strained premixed flames. At 
very low strain rates the flame front is located far from the 
stagnation point. The velocity gradient is low when compared 
to the flame thickness and no fundamental difference is found 
with respect to laminar flames. At high strain rates, however, 
the reaction zone is remarkably influenced by the convective/ 
diffusive transport of products and temperature toward the 
flame front from the side beyond the stagnation point. Strain 
increases the gradients of species and temperature and, as a 
consequence, diffusive fluxes. Near the point of stagnation itself 
the transport is dominated by diffusion alone. The combined 
diffusion and convection of products and temperature toward 
the reactive layer leads to an enhanced heating and a dilution 
of the reactants with products. 

The NO concentration is composed of one contribution that 
originates from the reaction and a second share that is trans
ported with the counterflowing products toward the reactive 
layer. This makes the comparison of the NO emissions from 
strained and unstrained flames difficult. A special procedure 
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described in Appendix B can be used to separate the NO gener
ated in the flame from the amount that originates from the 
product side. 

The disturbance of the balance between the heat release and 
the diffusion as well as the convection of temperature and spe
cies alters the flame front characteristics considerably. The gen
eration of strain can be accomplished by vortices of all sizes. 
Since vortices at the lower end of the turbulent energy cascade 
produce the highest strain (see Appendix A), a Karlovitz num
ber on the order of unity, the so-called Klimov-Williams limit, 
is of special interest. On the other hand, the interaction time of 
the smallest vortices might be insufficient to influence the flame 
strongly enough. A number of investigations [7-11] , which 
cover the more generic case of single vortices and assume that 
a superposition of effects from different vortex sizes is permissi
ble, consistently predict a limit for local quenching at Karlovitz 
numbers above unity. An efficiency function can be calculated 
that takes into account that the smallest vortices cannot maintain 
flame stretch long enough. The interesting result that vortices 
of a medium size in between the turbulent microscale and mac-
roscale are most effective is found (valid for flames with 
L,/<5, > 5-10) . 

Re-ignition and Afterburning. In highly strained flames, 
a certain share of the reactants cannot react immediately despite 
the existence of an interface between reactants and products. 
The understanding of this phenomenon, how complete combus
tion is finally achieved, is not very well developed yet. Usually, 
the description that subsequent reaction takes place in "distrib
uted reaction zones" is found in the literature without detailed 
definition. 

The enhanced convective/diffusive fluxes in strained zones 
lead to a velocity component parallel to the flame front and a 
loss of matter sideways. Counterflows of reactants and products 
with high strain rates are characterized by huge convective/ 
diffusive fluxes with respect to the heat release in the flame 
front. Asymptotically, a pure mixing process is approached for 
infinite strain rates. It is important to mention that, although the 
temperature and species concentration change due to chemical 
reaction might be negligible for excessive strain rates, a break
down of the combustion process does not occur for a coun-
terflow of reactants and products. As the result of the mixing 
process, a wide range of mixture ratios of reactants and products 
are generated, which will undergo an afterburning process in 
zones of lower local strain. As long as no temperature increase 
due to diffusion takes place, zones of high reactant concentra
tion will either assume temperatures below the self-ignition 
limit, or temperatures that require long induction times for the 
onset of chemical reaction. In contrast, zones of higher product 
concentration will exhibit a higher temperature in the adiabatic 
case. A massive drop of the local strain rate will directly lead 
to a smaller ratio between convective/diffusive fluxes and heat 
release. Thus, structures similar to those of an unstrained flame 
will appear and ' 're-ignition" will mainly progress via the diffu
sion of temperature and species from the hotter zones toward 
the zones of higher reactant content. Although it is somewhat 
unclear whether the self-ignition of isolated pockets of mixtures 
is of evidence in addition, a model that assumes "the distributed 
reaction zones" to be a local sudden combustion without any 
diffusive transport is certainly unrealistic. If one assumes that 
the formation of flame fronts, which propagate diffusion-driven 
into a mixture of reactants and products, represents the reality 
more adequately, the (unstrained or weakly strained) combus
tion of mixtures of reactants and products, a kind of local ex
haust gas recirculation, can be defined as a simplified model 
for the afterburning process. A model can be constructed that 
depicts highly turbulent flames as an ensemble of highly 
strained flame zones complemented by weakly strained zones of 
combusting reactant/product mixtures. However, the transition 
toward the highly stirred (thick) flame regime or the well-

stirred reactor can not be described adequately as long as stirring 
caused by the turbulent eddies is excluded. 

In general it has to be mentioned that detailed investigations 
on stretched flames reported in the literature were restricted to 
the generic case of single vortices. Effects due to the coexistence 
of vortices of different sizes were not covered. So, stirring 
effects by smaller vortex sizes were beyond the scope of those 
investigations. Furthermore, local flame quenching was not easy 
to monitor experimentally or needed crude assumptions like 
massive radiative heat loss in order to become visible in numeri
cal investigations. 

In summary, the current knowledge does not provide a full 
understanding for Karlovitz numbers above unity. Besides 
known effects like flame stretch and afterburning in distributed 
reaction zones, turbulent mixing in the flame front has to be 
considered in order to generate a consistent understanding of 
the structure of turbulent flames over a wide range of turbulence 
intensities and length scales. 

Modeling the Effect of Turbulence on NO Generation. 
Figure 1 reveals that the flame structure of gas turbine burners 
cannot be universally characterized by one single turbulent 
flame regime. Burners operated very close to lean extinction 
(1650-1750 K) are represented by Karlovitz numbers between 
10 and 100 and Damkohler numbers near unity, whereas an 
increase of the flame temperature toward 1900-2000 K will 
reduce the Karlovitz number remarkably. In terms of the turbu
lent flame structure, it has to be expected that this will be 
accompanied by a change from a highly stirred and stretched 
flame toward flamelet structures. In order to assess whether 
turbulence affects the NO emissions of perfectly premixed 
flames from gas turbine combustors, a number of simplified 
models will be defined. 

The reference case is the one-dimensional laminar flame, 
which represents not only the laminar but also the moderately 
turbulent (unstrained flamelet) regime. The computations of the 
freely propagating flames presented in this paper are accom
plished by the widely used Sandia codes [12]. NO formation 
in laminar flames is influenced by the diffusion of species. 
Diffusion is complex, since each species has its own individual 
diffusion coefficient, which depends on all other species and 
on the temperature field. 

A model that is widely used in NO studies is the combination 
of a stirred reactor and a plug flow reactor. Although the flame 
stabilization of turbulent flames due to the diffusion of tempera
ture and species is not well represented by a PSR, the combina
tion PSR-PFR is useful when the PSR volume is minimized. 
The need for the PSR as an "artificial" ignition zone, which 
compensates for the missing flame holding capability of the 
PFR, does not constrain too severely the investigation of NO 
formation, which happens mainly in the mid and high-tempera
ture regime. Usually, only small amounts of NO are produced 
at the exit of the PSR and the further formation can be studied 
in the absence of diffusive transport. 

Turbulent diffusion, which is in reality generated by vortex 
motion, is often strongly simplified for the purpose of flow 
modeling. The transport term is modeled largely similar to the 
laminar case, with the major difference that the diffusion coef
ficient depends on turbulent quantities of the flow field and is 
no longer species or temperature dependent. Thickening of 
flame fronts due to turbulence enhanced diffusion can be studied 
using the laminar flame code when the matrix of the diffusion 
coefficients is replaced by one "turbulent" value and the 
strength of the transport of temperature with respect to the 
transport of species is predetermined by the selection of the 
Lewis number Le. In order to compute the one-dimensional 
flame with turbulent diffusion coefficients, the laminar flame 
code was modified accordingly. The benefit of this model is 
threefold: First, the influence of turbulent diffusion, which is 
usually at least an order of magnitude higher than in the laminar 
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case, can be studied and, second, the impact of preferential 
diffusion of species on NO formation can be quantified. Third, 
the sensitivity of the NO production on the balance between 
the diffusion of temperature and the diffusion of species can be 
quantified, if the Lewis number is varied. It can be shown 
analytically from the underlying equations that the propagation 
velocity of the flame as well as the flame thickness 5 are both 
proportional to the square root of the diffusivity of temperature 
and species and, as a consequence, the reaction progress with 
respect to time is not a function of the diffusivity. In other 
words, the local turbulence level and the turbulent macroscale 
will influence the flame propagation and the volumetric heat 
release but not the time scale of the chemical reaction and not 
the formation of NO. A particle that crosses the flame front will 
not experience any difference when the diffusion coefficients a 
and D are similarly scaled (i.e., to maintain a constant Lewis 
number). 

The representation of the turbulent interactions with the flame 
by turbulent diffusion has the shortfall that the character of 
stirring by vortex motion, namely to mix media of different 
reaction progress continuously in the flame front, is not ac
counted for. A number of advanced models have been proposed 
in the past that account for stirring (e.g., "Interaction by Ex
change with the Mean" model [13], "Coalescence-Disper
sion" model [14, 15]). Simply speaking, in these models the 
flow volume under consideration is divided into a number of 
subvolumes ("particles") with homogeneous mixture in each 
of them. The mixture in each subvolume reacts according to a 
full kinetics scheme. The particles travel randomly from the 
inlet of the apparatus to the exit and interact with each other 
according to the assumptions of the particular model. The results 
obtained generally deliver NO emissions below those computed 
for a PSR as an upper limit. Flame stabilization in such models 
without diffusive transport requires backmixing of ' 'older'' to 
"younger" material when the incoming mixture is too cold 
to undergo self-ignition. Although promising agreement with 
reactor experiments has been obtained, it appears to be difficult 
to specify the model constants and assumptions so that turbulent 
flame fronts are well represented. Hence, for our purpose we 
restrict the investigation to the classical PSR-PFR combination 
mentioned above and vary the PSR volume in order to account 
for stirring. It is worth mentioning that the PSR is an extreme 
(asymptotic) assumption for the modeling of the turbulent stir
ring in a flame front. The intense stirring, which is enabled by 
the existence of the reactor confinement and high velocities, is 
generally not achieved in propagating flames as long as the 
burner pressure loss is, as usual, only a small fraction of the 
system pressure. Therefore, the PSR will overpredict effects on 
NO formation considerably. 

A flame front that propagates in a turbulent flow field is 
continuously exposed to fluctuating strain produced by turbulent 
eddies. Using the code of Rogg [16, 17] for a counterflow 
flame, the influence of flame stretch on NO formation is calcu
lated. The study focuses on the counterflow of premixed re
actants and products since this is more relevant for highly turbu
lent flames than the counterflow of reactants on both sides. 

In order to assess the importance of afterburning in zones 
that have previously undergone mixing without significant heat 
release due to locally high strain rates, the one-dimensional 
unstrained laminar flame of mixtures of reactants and products 
has been additionally investigated. At higher product concentra
tion in the mixture, the self-ignition temperature is exceeded 
and the well-known problem of defining the cold boundary 
arises. This difficulty has been overcome in calculating a burner-
stabilized flame instead of a freely propagating one. In increas
ing the flow rate toward the point of liftoff the heat loss to the 
' 'burner'' was almost fully suppressed and adiabatic conditions 
were established. For the sake of simplicity, the products mixed 
with the reactants were free of NO. As far as lean combustion 
is concerned, it can easily be shown that the NO content of the 

primary mixture does not influence the NO generation of the 
afterburning process and that no significant reburning of the 
NO from the first combustion will happen during afterburning. 
As a consequence, the NO production of the afterburning can be 
separated from that of the primary process and a superposition is 
allowed. 

Results for the Unstaged Flame 
Laminar flame propagation is governed by the diffusion of 

temperature (heat conduction) from the hot products toward 
the cold reactants. The boundary between the preheat zone, 
which absorbs more heat than it generates, and the reaction 
zone is located near the turning point of the temperature curve. 
At 1 bar (Fig. 2) heat release starts at approximately 25 percent 
temperature rise (900 K) and peaks at approximately 70 per
cent. In addition to heat conduction, the diffusion of species 
influences the appearance of the flame front considerably. For 
example, the fuel concentration has dropped to approximately 
50 percent of the initial value due to diffusion before the heat 
release starts, and at the point of maximum heat release the fuel 
has already been fully converted to intermediates. Diffusion 
also widens the area where intermediates like CO are found 
and transports products toward zones of low temperature. In
creasing the pressure to gas turbine conditions leads to signifi
cant changes. As the thermal conductivity X is independent 
of pressure, the thermal diffusivity a = \l{cpp) is inversely 
proportional to the pressure p. Due to the higher thermal capac
ity of the reactants with increasing pressure, the transport of 
temperature is slowed down and the reaction rate is increased. 
Both effects generate steeper gradients in the flame front and 
the flame becomes thinner and slower. The heat release is 
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shifted toward higher temperatures and peaks at 85 percent 
temperature rise (15 bar). 

In order to demonstrate the dependence of important species, 
key radicals, the NO concentration, and the NO production rate 
from temperature, a reaction progress variable (Tad - T)l 
(T„,i - Tin) is introduced (Fig. 3), which describes the tempera
ture deficit with respect to the final state Tad (1 = reactant 
temperature Tin, 0 = adiabatic flame temperature Tad). As long 
as the prompt NO formation is of minor importance, an assess
ment of the NO formation can be made solely on the basis 
of the O, H, and OH radical concentrations with respect to 
temperature (and a characteristic reaction time). Since it can 
be shown for all cases under consideration that OH as well as 
H concentrations are closely linked to the O radical, only the 
latter will be presented in the graphs as a measure for the 
generation of NO in the flame. With increasing pressure, the 
recombination of radicals is enhanced and the O radical concen
tration drops. The pressure sensitivity of the NO formation paths 
as well as the altered diffusion lead to higher NO concentrations 
at low temperatures. The comparison of the NO mole fraction 
and the NO production rate reveals that the NO concentrations 
seen at low temperatures are due to diffusion from downstream 
(Fig. 3). At high pressure, the NO production rate is negative 
below 40 percent reaction progress due to the shift of NO to 
N02 . This high-pressure effect is responsible for the undesired 
formation of yellow smoke from gas turbine combustors at low 
load. Fortunately, the N0 2 is fully converted back to NO in the 
high-temperature regime of adiabatic premixed flames. 

At first, the missing pressure influence on the NO concentra
tion appears surprising for the adiabatic flame temperature under 

i 
I 
•a 

S 
I 

0.ll,','1^b.or"Trmi( a ooi 

(T -T)/(T -T.) 
0 0 0 6 | • 0 0 * 

NOprod. 1 5 b 3 r 

X *1000 -\ 
NO 

0.03 

0.02 

0.01 

•a o 

I 
8 

1 
^ r o o i 

(TJ-T)/fT.d-TJ 

Fig. 3 NO formation in laminar flame fronts 

m — T (K) 1 bar 

- e — T (K) 15bar 

2000 _ 

1500 _ 

1000 -

^ — N O (ppmv) lbar 

* CO ( vol %) lbar 

e — N O (ppmv) 15bar 

4—CO(vol%)15bar 

500 |_ 

0 " V 2 3 4 5 

Fig. 4 Pressure influence on reaction progress of laminar flame fronts 

consideration (1840 K), which is beyond the threshold of the 
pressure-sensitive thermal NO formation. At higher T„d, the NO 
concentration at 99.9 percent reaction progress even drops when 
the pressure is increased. As Fig. 4 shows, the reaction becomes 
much shorter at high pressure. A comparison of the two cases 
for the same residence time would reveal a considerably higher 
NO level for the high-pressure case. If the burnout time at 1 
bar is selected for the comparison (e.g., 99.9 percent reaction 
progress), this corresponds to holding the high-pressure case 
for a long time after burnout at Tad. Even at the equilibrium 
concentration of the O radical, the pressure-dependent thermal 
NO formation route produces significant additional postflame 
NO. 

Diffusion influences the relationship between key radicals 
and temperature, e.g., the diffusive radical transport into hotter 
zones enhances the NO formation. The effects can be quantified, 
if combustion is accomplished in the diffusion-free environment 
of a plug flow reactor PFR. At 1 bar, the PSR at incipient 
extinction provides 70 percent of reaction progress and heat 
release (Fig. 5). It is easy to understand that radical concentra
tions at the PSR exit are higher when compared to the laminar 
flame, since a higher share of the chemically bound energy has 
been released already. Although only 30 percent of the heat is 
released in the PFR, the radical concentrations quickly progress 
toward the values found in the laminar flame front. The lower 
slope of the NO curve is due to the quicker reaction progress, 
which reaches approximately twice the speed of the laminar 
case. This acceleration is caused by the fact that the temperature 
rise in the PFR is not damped by the diffusive heat loss toward 
the preheat zones. The lower NO concentrations of the PSR-
PFR combination with respect to the laminar case were found 
similarly for both pressures and file whole range of flame tem
peratures investigated (Tad < 2000 K). In summary, it can be 
concluded that the somewhat unphysical absence of the diffu
sive transport did not change the NO emissions more than a 
change in adiabatic flame temperature of 20-60 K. 

The transition from the laminar flame to a flame with "turbu
lent" gradient diffusion leads to a relative reduction of the 
diffusion of the lighter species with respect to those with a 
higher molecular weight. As shown in Fig. 6 for a Lewis number 
of unity, the peak concentration of the NO-generating O radical 
is higher than in the laminar case. The same applies to the H 
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radical (not shown here). In spite of the higher radical concen
tration, the final NO level is not considerably altered. This has 
to be attributed to the drop in reaction time, which goes along 
with the transition to the turbulent diffusion concept. It can be 
concluded that the preferential diffusion of the species in a 
laminar flame does not remarkably influence the NO generation. 

A useful feature of the concept of turbulent diffusion is that 
the strength of species diffusion with respect to the diffusion 
of temperature can easily be altered. The case of high Lewis 
numbers (low species diffusion) is of particular interest, since 
the extent to which the propagation and reaction density of a 
premixed flame front depend on the diffusion of species can be 
studied. When the diffusion of fuel as well as of radicals is 
impeded, no significant radical attack from the reaction zone 
toward the preheat zone will take place. This results in a strong 
preheating of the reactants before the reaction is initiated. For 
Le = 5 and 1 bar, the heat release peaks at 1666 K (200 K 
higher than in the laminar case). The higher effective preheat 
temperature at the starting point of the reaction goes along with 
a stronger heat loss from the reaction zone. Due to the impor
tance of the Zel'dovich mechanism at 1 bar, the NO emission 
is increased by approximately 30 percent. A similar effect is 
not found at 15 bar, since the N 20 mechanism, which dominates 
at high pressures, does not respond to the shift of the reaction 
toward higher temperatures in the same way. Increasing the 
species diffusion (Le = 0.07) will enhance the transport of fuel 
into the reaction zone strongly and all radical concentrations 
are much lower than in the other cases, whereas no significant 
effect on the NO levels was found. Figure 7 shows the heat 
release pattern of four cases, namely the laminar flame and the 

flame with turbulent diffusion and three different Lewis num
bers (Le = 0.07, 1, 5) . The global increase of species diffusion 
lowers the reaction progress considerably. Decreasing species 
diffusion results in a very quick heat release and a steep temper
ature rise. Effects of preferential diffusion of light species, 
which are an essential characteristics of laminar flames, lead to 
a less intense heat release than the Le = 1 case. The calculations 
reveal that the NO emission of one-dimensional flames exhibits 
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Fig. 7 Lewis number effects on one-dimensional flame fronts 
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a remarkably low sensitivity to even crude and unphysical ma
nipulations of the diffusive transport. 

As already mentioned, the goal of modeling the influence of 
turbulent eddies on the flame front realistically by a gradient 
formulation cannot be achieved, since the effect of stirring is 
not adequately represented. In order to obtain an estimate for 
the strength of the effect of stirring on NO, Fig. 8 presents the 
NO emissions (99.9 percent reaction progress) of the PSR-
PFR combination and a wide range of residence times (PSR 
reactor volume). The comparison with the characteristic chemi
cal time scale t,eac, which has been derived from the temperature 
profiles of the laminar flame, is of particular interest, since it 
allows one to assess in principle how strongly stirring can effect 
the NO formation. At 1 bar, changing the residence time in 
the PSR (below rre!ic) will not substantially influence the NO 
emission, whereas the NO slope is steep at 15 bar. At 1 bar, as 
a consequence, in order for a major impact of stirring on NO 
formation to occur, a strongly overproportional thickening of 
the flame front with respect to the propagation velocity would 
be required, which cannot be seen in gas turbine burner investi
gations [18]. At high pressures, however, a significant impact 
of stirring on NO can be expected. Although it is difficult to 
draw quantitative conclusions from Fig. 8, the statement might 
be accepted for 15 bar, that the potential increase in the NO 
emission due to stirring is on the order of the NO emission of 
the unstirred flame. 

An influence of strain on the NO emission of strained flames 
can be expected when the strain rate is of the order of the 
inverse of the reaction time. Computations were performed at 
1 bar pressure and strain rates between 1000 1/s < a < 10,000 

1/s as well as at 15 bar pressure and strain rates between 2000 
and 20,000 1/s. In Fig. 9 the NO concentrations are plotted 
over the reaction progress variable (Tatl - T)/(Tali - Tin). A 
direct comparison of the NO generation in the strained case 
with the unstrained case cannot be immediately made, since a 
fixed value has to be set at the product inlet of the computational 
domain [17], which then influences the NO value at the right 
boundary (Tml - T)l{Tad - T,„) = 0.001 of Fig. 9. In the 
computations shown in Fig. 9 the NO concentrations of the 
corresponding unstrained flames (99.9 percent reaction prog
ress) were specified for the NO concentration in the product 
stream. 

The remarkable influence of the strain rate can only be seen 
at low pressures. When compared to the unstrained flames, 
higher NO concentrations are generally found at low tempera
tures. By virtue of the data reduction technique described in 
Appendix B, the mole fraction Xprodllcts of the species, which 
originate from the product side, are calculated. For the highest 
strain rates a proportionality between X^^ and the reaction 
progress is approached (Fig. 10). Consequently, it can be con
cluded that at high strain rates, mixing of cold reactants and 
hot products have a strong impact on temperature changes due 
to chemical reaction. Since it is not observed that the volumetric 
heat release rate is influenced by strain (not shown here), the 
effect is caused by the increase of the convective/ diffusive 
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fluxes at high strain rates. Interestingly, a sudden extinguishing 
of the flame (quench) is not observed, because the product side 
represents an infinite source of heat. Due to the decrease of the 
diffusivities a and D with pressure, the regime, where consider
able "product" concentrations Xprodllcts are found at low strain 
rates, is restricted at 15 bar to {Tad — T)/(Tall - Tin) < 0.1 
(>90 percent reaction progress), whereas the influence is ex
tended down to approximately 70 percent reaction progress at 
atmospheric pressure. After the separation of the NO, which 
originates from the product inlet, from the flame-generated NO 
(Appendix B), Fig. 11 is obtained. High flame stretch has an 
NO-reducing effect. The same results yields Fig. 12, where the 
NO-production rate is shown for comparison. 

The distribution of strain rates in turbulent flows can be ob
tained on the basis of isotropic turbulence [ 3 ]. It can be shown 
that very high strain rates occur relatively seldom and that the 
global NO emission of a flame front is dominated by regimes 
exposed to low to medium strain. Consequently, it cannot be 
expected that the calculated effect of locally high strain on NO 
generation will remarkably reduce the NO emissions from gas 
turbine burners. 

The flame zones with high local strain that generate unburned 
mixtures of reactants and products will undergo an afterburning 
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process after the strain strength has been released. In Fig. 13 
the results for the mixture temperature of 1273 K, which corre
sponds to a ratio of approximately unity of reactant mixture to 
product mixture, are presented. Surprisingly, the radical concen
trations recover the level seen in the case of the combustion of 
pure reactants (Fig. 3) very quickly, despite the fact that the 
fuel concentration is lowered by 50 percent. NO emissions at 
1 bar are also almost identical due to the Zel'dovich mechanism, 
which is characterized by the NO generation in the high-temper
ature regime of the reactive layer. Per quantity fuel, almost 
twice as much NO has been generated. In contrast, at high 
pressure a start of the afterburning at higher temperature reac
tion is beneficial due to the characteristics of the predominant 
N20 path. With the assumption that the products, which are 
mixed with the reactants upstream of the flame, contain NO 
according to an unstrained flame (=NOllnstrained) at (T„r, - T)l 
(.T„d — Ti,,) = 0.001 (99.9 percent reaction progress), the results 
of a set of calculations with different ratios of reactants and 
products are summarized in Fig. 14. At 1 bar afterburning stimu
lates total NO formation clearly, whereas at 15 bar no net effect 
can be detected. In addition, Fig. 14 shows that the same result 
is found on the basis of a PSR-PFR/PFR model. It can be 
concluded that high local flame strain, which leads to lower NO, 
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Fig. 11 Flame-generated NO in strained flames 
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Fig. 12 NO production rate in strained flames 

is accompanied by an afterburning process of diluted reactants, 
which has an adverse effect on NO as long as the pressure is 
low. 

Staging Effects 
If the reactants of a second stage are fed into the exhaust of 

a first stage, which has previously approached the adiabatic 
flame temperature, no significant difference to the aforemen
tioned effects in the unstaged flame is to be expected. The 
reactive layer between the media of both stages exhibits a struc
ture according to the corresponding turbulent combustion re
gime. Of greater interest is the following scenario: In a first 
very lean (or catalytic) stage nearly NO-free exhaust gas is 
generated, which is diluted with air until the desired temperature 
is achieved. This temperature is selected low enough to permit 
enough mixing time for fuel injection in a second stage (or a 
richer fuel-air mixture) before the second ignition takes place. 
The final temperature (of 1840 K) is reached after the comple
tion of the burnout of the secondary fuel. Figure 15 depicts the 
NO emissions of such a lean-mix-lean process. The mixing 
Damkohler number Da„lix has been derived from engine experi
ence. Only in the region below unity can perfect fuel admixing 
be reached (mixing element size realistic for gas turbine appli-

1 bar 
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•Q001 
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Fig. 13 NO from the unstrained combustion of a NO free mixture of 
products and reactants 

cation) before the reaction is initiated in the second stage. It is 
evident that at 1 bar even for NO free exhaust from a first stage 
no considerable benefit exists, whereas at 15 bar a reduction of 
NO by 50 percent seems to be the limit. 

However, the assumption that no NO in the first stage is 
generated is unrealistic: For perfectly premixed, aerodynami-

2.5 • PSR/PHtPfR lbar 

• Laminar lbar 

0 R3R/PIR-PIR lSbta 

O Laminar 15bar 

Fig. 14 Influence of afterburning on NO 
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cally stabilized flames, lean blowout temperatures below ap
proximately 1700 K are difficult to achieve with sufficient blow
out margin. Since this limits the NO concentration from the 
first stage to approximately 2 ppm (one-dimensional laminar 
flame results for 1700 K), the net effect of staging will be 
considerably smaller. It is questionable whether any advantage 
remains, when the larger liner surface of a staged system, which 
has to be cooled and reduces the air available for combustion, 
is taken into consideration. In contrast, the characteristics of 
lean-mix-lean systems match very well the requirements of 
modern gas turbine reheat cycles, which provide ideal inlet 
temperatures in the second stage due to the partial expansion 
in a high-pressure turbine after primary combustion. In these 
cases a reduction of NO is achieved primarily due to the higher 
thermodynamic efficiency. The ABB gas turbine family GT247 
26 comprises the first implementation of this ultralow NOx 

reheat principle. 

Conclusions 
The study of model flames with full chemistry reveals -Jhat 

the one-dimensional flame represents a good model for gas 
turbine burners at moderate turbulence levels. The NO abate
ment potential of a moderately turbulent combustor is shown 
in Fig. 16 (Miller and Bowman mechanism). The importance of 
residence time for high adiabatic flame temperatures is apparent. 
Residence times below 10 ms are difficult to achieve with cur
rent designs, since the mixing time exceeds by far the chemical 
time. Burners with a high number of small-scale elements offer 
a promising way to minimize residence time in the future. 

Excessive stirring within the reactive layer of the flame en
hances NO production and should be avoided in the design of 
high-pressure gas turbine burners. 

Flame strain locally lowers NO formation. However, a strong 
influence on the emissions from burners cannot be expected 
because of the strain distributions found in turbulent flow fields. 

Afterburning of previously "quenched" flame zones leads 
only at low pressures to higher NO formation. 

The NO generation of premixed flames is remarkably insensi
tive to changes in the diffusive transport of temperature and 
species or the absence of diffusive transport. 

Staged combustion will only have an influence on NO emis
sions when mixing between the stages occurs before the second 
reaction is initiated. The NO reduction potential is moderate and 
might be lost due to the bigger volume and higher complexity of 
a staged combustor. 

Staged (sequential) lean-lean combustion is attractive for 
reheat cycles, since higher thermodynamic efficiencies can be 
achieved. 
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A P P E N D I X A 

Relationships of Isotropic Turbulence and Definitions 
Inertial range (Kolmogorov): 

** vortex *• v 

Turbulent Reynolds number: 

vortex * vortex 

Re, = 
u' • L, 

Turbulent Damkohler number: 

„ Ti., L,lu' 
Da = — sa 

Tc 6,/s, 

Karlovitz number: 

Ka = 
Tc 6,1 Si Tc 6,1 S, 

Ka = ^ = 

r]/uv TX \lu' 

6,/s, 
Ts Af\ame/(dAfimK/dt) 

A P P E N D I X B 

Evaluation of NO From Strained Flames 

In order to separate the NO generated in a strained coun
ter-flow flame of reactants and products from that originating 
from the product inflow, two computations are made for the 
flame under consideration. In the first run products with a rea
sonable NO content (e.g., that of an unstrained flame) are speci
fied, whereas in the second run the products are free of NO. As 
a result two curves 

N O t o t = / 
Vortex characteristic velocity: 

T 

Vortex turnover time: 

' vortex l vortex 

and 

= / 
Tin 

Strain rate: 

1 ^ ClAf]amel Cll _ ^vortex , / / 2 / 3 
— , — ~ a 1 ' 1 vortex 

Ts An, 

Macroscale: 

iame l vortex 

T w'3 u'2 k 

e e e 

Taylor scale: 

\ « L,/Re,"2 oc v a. v — 
e e 

Microscale: 

r, « | y Y' 4 « VRe? ' 4 r , « l - Y « T,,/Re," 

l"t ~ „ ' / D „ ' M uv « ( ^ e ) " 4 « w'/Re,' 

are obtained. The difference between the two curves is due to 
the transport from the product inlet: 

NO, products NOtr NO„ 

NOploducK can serve as a "tracer" for the diffusion of products 
toward the reactants, since the diffusivity of NO is similar to 
the diffusivity of the products. As a consequence, the concentra
tion of products from the product inlet diffusing toward the 
reactants can be found: 

-^•products " N 1 
NO, products 

NO, prqductsinlet 

KNO represents the thermal NO formation of the products on 
their way from the inlet toward the reactants. If thermal NO 
formation is neglected, KNO is set to unity. 

Since the products from the combustion of the reactants are 
diluted with products from the product inlet, the NO concentra
tion is finally normalized: 

NO,,, 

y = i — Y 
-^reactants l ^products 

>rrected ^ ^ reactants' ^-rcactan 
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Numerical Studies on Trapped-
Vortex Concepts for Stable 
Combustion 
Spatially locked vortices in the cavities of a combustor aid in stabilizing the flames. 
On the other hand, these stationary vortices also restrict the entrainment of the main 
air into the cavity. For obtaining good performance characteristics in a trapped-
vortex combustor, a sufficient amount of fuel and air must be injected directly into 
the cavity. This paper describes a numerical investigation performed to understand 
better the entrainment and residence-time characteristics of cavity flows for different 
cavity and spindle sizes. A third-order-accurate time-dependent Computational Fluid 
Dynamics with Chemistry (CFDC) code was used for simulating the dynamic flows 
associated with forebody-spindle-disk geometry. It was found from the nonreacting 
flow simulations that the drag coefficient decreases with cavity length and that an 
optimum size exists for achieving a minimum value. These observations support the 
earlier experimental findings of Little and Whipkey (1979). At the optimum disk 
location, the vortices inside the cavity and behind the disk are spatially locked. It 
was also found that for cavity sizes slightly larger than the optimum, even though 
the vortices are spatially locked, the drag coefficient increases significantly. Entrain
ment of the main flow was observed to be greater into the smaller-than-optimum 
cavities. The reacting-flow calculations indicate that the dynamic vortices developed 
inside the cavity with the injection of fuel and air do not shed, even though the cavity 
size was determined based on cold-flow conditions. 

Introduction 
A revolutionary advancement in the development of a simple, 

compact, and efficient method of combustion was recently pro
posed by Hsu et al. (1995). This new combustor concept em
ploys a vortex that is trapped in a cavity to stabilize the flame, 
and hence, is referred as the Trapped-Vortex (TV) concept. 
Even though the idea of trapping a vortex for flame stabilization 
purposes is a novel one, interest in the utilization of vortex 
motion to aerodynamic advantage has intrigued aerodynamicists 
for many years. The experiments of Rohsenow et al. (1951) 
have shown that when two circular orifices are placed in series 
in a pipe, in certain circumstances, a large recovery of pressure 
may occur across the second orifice; hence, the overall pressure 
drop is considerably less for the two orifices than for a single 
one having the same flow. In ribbed diffusers, Migay (1963) 
found that balancing the fluid removed by entrainment and the 
fluid entering the cavity by reversed flow ensures that the flow 
outside the cavities will follow the ribs fairly closely and a good 
pressure recovery will be obtained. By mounting a disk behind 
the base of a blunt body, Mair (1965) has shown that the 
afterbody drag of the blunt object will be reduced. Using similar 
concepts, Roshko and Koenig (1976) have reported a reduction 
in drag of blunt forebodies when disks are placed on spindles 
ahead of the body. 

In order to understand the aerodynamics associated with min
imum-drag conditions, Little and Whipkey (1979) conducted 
extensive investigations on the dynamic nature of flows over 
bluff bodies using smoke-flow-visualization and laser-velo-
cimetry techniques. Because of the limitations of the smoke 
tunnel, they used reduced flow conditions (~0.3 m/s) and half-
scaled geometries for the flow-visualization studies and full-
scale geometries and turbulent flows (~30 m/s) for the time-
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Headquarters July 1996. Paper No. 96-TA-19. Associate Technical Editor: 
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averaged drag measurements. Based on these reduced and full-
scale experiments, they correlated the afterbody drag and the 
motion of the vortex in the wake region and postulated that a 
minimum-drag condition was established when the wake vorti
ces are locked between two disks mounted in series on a spindle. 
They also suggested that the cavity formed between the disk 
and the bluff body should be of such dimensions that the locked 
vortex effectively fills the cavity. Since these dynamic flow 
results were obtained for velocities lower by nearly two orders 
of magnitude than those used in the full-size wind-tunnel experi
ments, these conclusions are open to question. And also, in 
practical combustors, partial burning takes place in the recircu
lation zones and in the cavity vortices, which could alter the 
vortex dynamics. As a result, it might be expected that the 
criterion for trapping a vortex in a combustor would be different 
from that observed in cold flows. 

Performing experimental studies on vortex dynamics inside 
the cavities in a combusting environment is extremely difficult 
mainly because of (1) limited access to the bright, hot cavity 
flow and (2) problems arising from the use of moving parts. On 
the other hand, recent progress in Direct-Numerical-Simulation 
techniques (Grinstein and Kailasanath, 1995; Veynante et al., 
1994) has led to a growing interest in investigating dynamic 
flows computationally. 

In the present investigation the trapped-vortex concepts were 
studied numerically using a third-order-accurate time-dependent 
Computational Fluid Dynamics with Chemistry (CFDC) code. 
Results obtained for cold flows with different cavity sizes were 
analyzed to gain an understanding of the dynamic nature, en
trainment, and residence-time characteristics of the cavity flow. 
Calculations were also performed for the reacting flow in the 
center-body trapped-vortex combustor using a fast-chemistry 
assumption. 

Modeling 
A time-dependent, axisymmetric mathematical model that 

solves for axial- and radial-momentum equations, continuity, 

60 / Vol. 120, JANUARY 1998 Transactions of the ASME 
Copyright © 1998 by ASME 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and enthalpy- and species-conservation equations is used to 
simulate the flowfields in the trapped-vortex combustor. Density 
is obtained by solving the state equation, while the pressure 
field at every time step is determined from pressure Poisson 
equations. For the cases in which turbulent-flow characteristics 
were modeled, the time-dependent equations for turbulent en
ergy (k) and turbulent-energy dissipation (e) are also solved, 
along with the other governing equations. The standard isotropic 
k-e turbulence model is incorporated in those cases. Even 
though all the governing equations are solved in an uncoupled 
manner, the turbulence and species-conservation equations are 
coupled through the source terms during the solution process 
to improve the stability of the algorithm. 

In the present analysis of reacting flows, the simple global-
chemical-kinetics model involving propane, oxygen, water, car
bon dioxide, and nitrogen used is expressed as follows: 

C3H8 + 5 0 2 + N2 => 3 C02 + 4 H20 + N2. 

The specific reaction rate for this equation is written in Arrhen-
ius form, with an activation energy of 1000 cal/mole and pre-
exponential of 1.0 X 101(i mf'/mole2/s to yield very high reac
tion rates at all temperatures. These numbers for reaction rate 
are obtained from a trial-and-error calculations on turbulent free 
jets (Katta and Roquemore, 1996). 

An orthogonal, staggered-grid system with varying cell sizes 
in both the x and r directions is utilized. The momentum equa
tions are integrated using an implicit QUICKEST (Quadratic 
Upstream Interpolation for Convective Kinematics with Esti
mated Streaming Terms) numerical scheme (Katta et al., 1994a; 
Leonard, 1979) which is third-order accurate in both space and 
time and has a very low numerical diffusion error. On the other 
hand, the species, enthalpy, and turbulence-energy conservation 
equations, which have relatively large source terms, are inte
grated using the hybrid scheme of Spalding (1972). By rear
rangement of the terms, the finite-difference form of each gov
erning equation at all grid points is written as a system of 
algebraic equations which is then solved using the Alternative-
Direction-Implicit (ADI) technique. The time increment, At, 
is determined from the stability constraint and maintained as a 
constant during the entire calculation. The pressure field at every 
time step is accurately calculated by simultaneously solving the 
system of algebraic pressure Poisson equations at all grid points 
using the LU (Lower-Upper) decomposition technique. 

Temperature- and species-dependent thermodynamic and 
transport properties are used in this formulation. The enthalpy 
of each species is calculated from polynomial curve fits, while 
the viscosity, thermal conductivity, and diffusion coefficients 
of the species are estimated from the Lennard-Jones potentials. 

Flat velocity profiles are used at the fuel and air inflow bound
aries. A simple extrapolation procedure (Katta et al., 1994b) 
with weighted zero- and first-order terms was used to estimate 
the flow variables at the out-flow boundary. The usual no-slip, 
adiabatic, and chemically inert boundary conditions were ap
plied at the walls. Wall functions were used for determining 
the gradients of the flow variables near the walls in the cases 
where turbulence was modeled. 

Results and Discussion 
The geometry chosen for the study of fluid-dynamics effects 

on a bluff forebody is very similar to that used by Little and 
Whipkey (1979) in their experimental investigations on locked 
vortices. It consists of a 100-mm-dia flat cylindrical forebody 
enclosed in an annular cylindrical tube having a 200-mm I.D. 
An afterbody disk having a diameter and thickness of 75 and 
2 mm, respectively, is attached to the forebody using spindles. 
Two sizes of spindle (9- and 28-mm diameter) are used. The 
size of the cavity formed between the forebody and the disk is 
varied by moving the disk toward or away from the forebody. 
Airflow over this body develops vortices inside the cavity and 

400 mm 

1 
T 

Fig. 1 Geometry of the forebody-spindle-disk combination used for the 
study of trapped-vortex concepts in cold and combustion environments. 
Grid system employed for the direct simulation of large-scale structures 
is also shown. 

behind the disk; normally these vortices shed, and the flow 
becomes dynamic in nature. The velocity of the air used in the 
annular gap between the forebody and the surrounding tube is 
30 m/s. Axisymmetric calculations are made for different cavity 
sizes using a 301 X 91 grid system. The geometry and the grid 
system used are shown in Fig. 1. Varying grid spacing was 
adopted in both the axial (x) and radial (r) directions to cluster 
the grid points in the cavity and near the walls. 

Starting from an uniform initial flowfield around the fore-
body-spindle-afterbody combination, direct numerical simula
tions are made for different cavity sizes using the model de
scribed earlier. Turbulence modeling was not used for these 
cold-flow cases. In order to obtain results that are not biased 
by the initial uniform flowfield, initial calculations for 25,000 
time steps (corresponding to 0.675 s of real time) were dis
carded prior to the recording of the dynamic solutions. Calcula
tions were then continued for another 5000 time steps for data-
analysis purposes. 

Drag on Forebody-Spindle-Afterbody Combination. The 
total time-averaged drag coefficient (CD) on the forebody-spin
dle-disk combination for each case is computed from the un
steady data using the expression 

CD= f ' 
Jo 

(c,, + cw)dt 

P-V: Ml (Pw - Po)dA + 
/ 

dt 

Here, pw and p0 correspond to wall and inlet pressures, respec
tively; T,„ is the wall shear stress; and cp and c„ are the pressure-
drag and skin-friction coefficients, respectively. Time tc corre
sponds to the calculated time. For investigating the drag increase 
or decrease resulting from the cavity formed between the fore-
body and the disk, calculations are first made for the forebody-
spindle combination alone. These calculations are made without 
the use of a turbulence model. The total drag coefficients (CD) 
obtained for the large (28-mm) and small (9-mm) spindles are 
0.125 and 0.151, respectively. The corresponding values mea
sured by Little and Whipkey are 0.179 and 0.186, respectively. 
Considering the fact that surface roughness and small-scale tur
bulence near the walls may contribute additional drag in the 
experiments, the values predicted by the model that neglected 
these effects seem to be reasonably good. 

Calculations were performed on an afterbody-spindle-fore-
body combination for different cavity sizes and for the annular 
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airflow velocity of 30 m/s. The direct simulation using 301 
X 91 grid points resulted in dynamic flows with a degree of 
unsteadiness related to the cavity size. Time-averaged quantities 
from these calculations were obtained by averaging the data 
over a period of 135 ms (5000 time steps). Calculations were 
also made incorporating k-e turbulence model. Even though 
the same fine grid having 301 X 91 points was used in these 
simulations, use of the k- e turbulence model yielded steady 
flowfields for all the cavity sizes. The drag coefficient obtained 
from the direct simulations and from the calculations made 
using the k-e turbulence model for different cavity sizes indi
cate that the drag coefficient decreases initially with the separa
tion between the forebody and disk and increases for large 
separations—which is similar to the behavior observed in the 
experiments. Quantitative comparisons with the experimental 
data are made for changes in drag coefficient (ACD) for differ
ent cavity sizes which are obtained by subtracting the base drag 
coefficient (without disk) from that obtained with the disk. 

Computed results in the form of drag reduction obtained 
for different cavity sizes are compared with the experimentally 
measured ones in Fig. 2(a) and 2(b) for small- and large-
spindle cases, respectively. Both the calculations and the experi
mental data show that drag reduction is maximum when the 
disk is placed 50 to 60 mm downstream of the forebody. Inter
estingly, even though the simulations with the k- e turbulence 
model did not result in the dynamic flows observed in the exper
iments, the drag coefficients compare favorably with those from 
the experiment. On the other hand, the direct simulations ob
tained by solving Navier-Stokes equations without incorporat
ing any turbulence models yielded dynamic flows similar to 
those observed in the experiment. It is known that the 30-m/s 
airflow would result in turbulent flow in the channel created by 
the annular tube and the forebody-spindle-disk combination. 
However, the higher-order-accurate algorithms used for solving 
the momentum and pressure Poisson equations are expected to 
simulate flow structures that are comparable to the grid system 
utilized. In the present study, the grid spacing in the cavity 
region varies from 0.8 to 0.92 mm, and a time step equal to 
0.027 ms was chosen. With the use of this model, flow structures 
of 6-mm size (an order of magnitude smaller than the cavity 
height) can be resolved. The reasonably good agreement seen 
in Fig. 2 suggests that the drag force associated with this geome
try is dominated by the large-scale motion of the fluid and that 
the small scales (turbulent scales) are playing a secondary role. 
For both spindle sizes, a maximum drop in drag coefficient 
occurs for approximately the same cavity length. 

The calculated drag-coefficient profile for the small-spindle 
(A/Do = 0.0938) case [Fig. 2(a)] indicates that the drag 
coefficient decreases monotonically to a minimum value and 
then increases for cavity lengths greater than 60 mm. On the 
other hand, for a larger spindle (DJD0 = 0.281), it should be 
noted that the drag coefficient increases significantly for cavity 
lengths between 40 and 60 mm before reaching the minimum 
value [Fig. 2(b)]. Turbulent-flow calculations with the k-e 
model yielded no spikes in drag coefficient for either spindle 
size. Detailed analysis of the time-dependent data obtained for 
a cavity length of 50 mm indicated that the vortices inside the 
cavity became quite unsteady, resulting in more shedding of 
vortices from the cavity and, hence, a higher drag coefficient. 
Experiments showed no such spikes for the large-spindle case; 
however, interestingly, a large spike in the drag-coefficient pro
file was observed for the small-spindle case, indicating that for 
some smaller-than-optimum size cavities, the drag coefficient 
could increase drastically. Calculations have captured this phe
nomenon, but for a different spindle size. The discrepancy noted 
between the calculations and the experimental results regarding 
the occurrence of drag spike is believed to result from geometric 
parameters such as rounded corners and surface roughness and 
flow quantities such as inlet profiles and fluctuations that are 
inherent in the experiments. Additional work is needed in the 
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Fig. 2 Change in drag coefficient resulting from the addition of disk to 
forebody-spindle geometry obtained for different cavity lengths: (a) 
small-spindle (Ds/D0 = 0.281) case 

modeling and experimental aspects to allow better comparisons; 
however, since the present model is reasonably predicting the 
drag-coefficient Vs cavity-length profile and spikes in the drag 
coefficient for certain cavity sizes, the model results could be 
used with confidence to obtain a qualitative understanding of 
the physical process that result in such effects. 

Flow Structures. The instantaneous solution obtained for 
the forebody-spindle combination (without the disk) is shown 
in Fig. 3 in the form of velocity vectors in the upper half and 
particle traces in the lower half. This solution represents data 
obtained at the end of the 30,000-time-step calculation. The 
flowfield is nearly at steady state, with a large recirculation zone 
being created downstream of the forebody and extending up to 
Z = 160 mm. A small vortex has also developed in the corner 
of the forebody and spindle. For visualizing the dynamic nature 
of the flow, the instantaneous positions of the particles that were 
continuously released from locations near the entrance region 
are shown in Fig. 3. The solid triangles represent the locations 
of the particles that were released in the free stream and close 
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Fig. 3 Nonreacting flow around the geometry formed with 100-mm-dia 
forebody and a spindle of DJD0 - 0.0938. Velocity vectors and particle 
distributions are shown in the upper and lower halves, respectively. 

to the forebody, whereas the open circles represent the locations 
of the particles that were released away (r > 60 mm) from the 
forebody. The steady nature of the flowfield in the absence of 
the afterbody disk (Fig. 3) is evident from the separate streaks 
of particles. Note that none of the particles injected into the 
free stream entered the recirculation region formed behind the 
forebody. On the other hand, the particles that were injected 
into the recirculation zone (not shown in the figure for clarity) 
remained within the recirculation region. 

Perturbation to the steady flow that developed over the fore-
body-spindle geometry is studied by placing a disk on the spin
dle. The instantaneous flowfields obtained with the disk located 
at different distances from the forebody are shown in Figs. 
4(a)-4(d). The plotting scheme used for these figures is iden
tical to that used in Fig. 3. In general, vortices are formed in 
the cavity and downstream of the disk in all cases. When the 
cavity formed between the forebody and disk is small [Fig. 
4 (a ) ] , several vortices are developed within the cavity, and the 
flow is dominated by two counterrotating vortices. Note that 
the largest vortex in the cavity is rotating in the direction oppo
site that of the recirculating vortex seen in Fig. 3. The unsteady 
nature of these cavity vortices triggers shedding of the large 
recirculating vortex formed behind the disk. The dynamics of 
the flow may be visualized readily from the particle traces (or 
streak-lines) shown on the lower half of each plot in Fig. 4. A 
significant number of particles represented by solid triangles 
has entered the cavity and the vortex behind the disk in the 
case of XJD0 = 0.4, which indicates the intense mixing re
sulting from the dynamic flow structures. 

When the disk was located at XCIDQ = 0.6, the cavity flow 
became steady; as a result, the flow behind the disk also became 
nearly steady [Fig. 4(b)]. The total drag under this condition 
reached a minimum value. Well-defined corner vortices have 
formed in this case. Interestingly, the direction of rotation of 
the fluid in the cavity follows that observed for the no-disk case 
(Fig. 3) . The steady vortices in the cavity and behind the disk 
in this optimum case seem to be the split parts of the steady 
vortex computed without the disk, and the velocity vectors at 
the tip of the disk show that the fluid is passing around the disk 
smoothly. However, the location of the main-flow re-attachment 
point on the spindle has shifted from 110 to 125 mm from the 
forebody with the addition of the disk. This increase in the re
attachment distance was also observed in the flow-visualization 
experiments of Little and Whipkey (1979). Simulations made 
for XJD0 = 0.7 [Fig. 4(c)] yielded perfectly steady vortices 
within the cavity and behind the disk. The flow structure is 
similar to that observed for the XcIDa = 0.6 case. 

For cavity sizes greater than XJDQ > 0.7, flow in the cavity 
and behind the disk became unsteady [Fig. 4(d)], resulting an . 

increase in the drag coefficient. Unlike in the smaller-than-
optimum-cavity case [Fig. 4 ( a ) ] , only one dominating vortex 
was formed in the cavity and a multiple-vortex structure was 
established behind the disk. The vortex in this larger-than-opti-
mum-cavity case is not shedding. However, since the size of 
the cavity in this case is larger than the optimum one, the 
trapped vortex rotates within the cavity. This is evident from 
the particle traces plotted in the bottom half of Fig. 4(d). At 
this instant the solid-triangle particles are pulled into the cavity 
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Fig. 4 Instantaneous flowfields obtained using direct numerical simula
tions for forebody-spindle-disk combination for various disk locations. 
Xc/D0 = (a) 0.4, (b) 0.6, (c) 0.7, and (d) 1.2. Velocity vectors and particle 
distributions are shown in upper and lower halves, respectively. 
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since the vortex is closer to the disk; at other instants these 
particles pass over the disk when the vortex is pushed toward 
the forebody. The distribution of particles in this figure also 
indicates that particles lump together while moving around the 
center of the cavity; when that lump approaches the edge of the 
afterbody, a fraction of particles leaves the cavity. This implies 
that particles are entrained into the cavity vortex during a certain 
phase and then exit the cavity during a different phase, leading 
to periodic accumulation of particles in the cavity. 

Calculations for the forebody-spindle-afterbody geometries 
are also made using the k- e turbulence model. For these calcu
lations grid, time-step, and flow conditions utilized are the same 
as those used for the direct simulations. Interestingly, for every 
cavity size, the simulation with the turbulence model quickly 
converged to steady-state flowfield. Results obtained for cavity 
sizes XC/DQ = 0.4, 0.6, 0.7, and 1.2 are shown in Figs. 5(a) , 
5(b), 5(c), and 5(0"), respectively. Since each of these solu
tions represents a steady-state flowfield, streamlines are plotted 
rather than particle traces. 

In general, the turbulent-flow calculations yielded a single 
vortex in the cavity region and another behind the disk. In the 
case of Xc/D0 = 0.4, the direction of rotation of the cavity 
vortex is normal (clockwise). On the other hand, as shown in 
Fig. 4 (a ) , the direct simulations resulted in a multiple-vortex 
structure with the largest one rotating in the counterclockwise 
direction, which compares well with the experimental data ob
tained by Little and Whipkey (1979). The flow structure down
stream of the disk captured by k- e turbulence calculations is 
also quite different from that captured by direct simulations. 
The vortex in the former is squeezed toward the spindle, 
whereas that in the latter is pushed away from the spindle. For 
the near optimum-size-cavity cases where the flow is at steady 
state, turbulent and direct calculations yielded similar solutions. 
The turbulent calculations predicted flow reattachment on the 
spindle at x = 175 and 192 mm for the XJD0 — 0.6 and 
0.7 cases, respectively, while the direct simulations predicted 
reattachment at x = 175 and 186 mm, respectively. However, 
some minor differences exist in the solutions obtained by the 
turbulent and direct calculations for these cases. The turbulence 
model seems to dissipate the corner vortices that are observed 
in the direct simulations. 

The cavity flow structures predicted by the turbulent and 
direct simulations for the XJDQ = 1.2 case [Figs. 5(d) and 
4(d), respectively] are similar in nature, even though the latter 
is dynamically oscillating within the cavity. Interestingly, the 
streamline drawn from the edge of the forebody in Fig. 5(a") 
shows that flow dips slightly into the cavity near the disk and 
then flows back around the tip of the disk. This dividing stream
line also suggests that no flow is entering the recirculation re
gion. The dynamic flow structure downstream of the disk pre
dicted by the direct simulations is quite different from the sin
gle-vortex structure obtained with the k- e turbulence model. 

In general, results obtained for the larger-spindle case are 
similar to those shown in Figs. 4 and 5. Calculations were 
also made for different disk sizes, and similar dynamic flow 
structures were found. These calculations suggest that the mini
mum-drag-coefficient condition seems to be coupled to the 
steadiness of the vortex trapped in the cavity formed between 
the forebody and disk. Multiple vortices form in the smaller 
cavities and periodically shed, which, in turn, makes the vortex 
behind the disk shed also. The single dominating vortex estab
lished in larger cavities rotates within the cavity, which, in turn, 
develops multiple vortex structures behind the disk. 

The drag coefficient computed as a function of time for differ
ent disk locations for smaller and larger spindles is shown in 
Figs. 6(a) and 6(b), respectively. The time-averaged data 
shown in Fig. 2 correspond to the instantaneous data given in 
Fig. 6(a) . Data for the optimum cavity sizes are shown with 
solid circles. Overall, the frequency for fluctuations in ACD is 
found to be inversely related to the cavity size. For cavities 

Fig. 5 Steady-state flowfields obtained using k-e turbulence model for 
the forebody-spindle-disk combination. X c /D 0 = (a) 0.4, (/>) 0.6, (c) 0.7, 
and (d) 1.2. 

smaller than the optimum size, calculations have always yielded 
fluctuating drag coefficients. On the other hand, for larger-than-
optimum cavities, fluctuations in the drag coefficient are ob
served only for significantly larger cavities. Interestingly, the 
near-steady drag coefficient for XJD0 = 0.7 in the case of the 
smaller spindle [Fig. 6(a)] and for Xc/D0 = 0.8 in the case of 
the larger spindle [Fig. 6(b)] is significantly higher than the 
respective values obtained with the optimum cavity sizes. This 
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(a) 

tion and fluid transported from the molecular and/or turbulent 
diffusion are tightly coupled. The concentration of tracer fluid, 
which represents the net transport from entrainment and diffu
sion, cannot yield the entrainment characteristics of a dynamic 
flow. Therefore, in the present study, estimations for the resi
dence time and entrainment resulting from the dynamic motion 
of vortices in the cavity are made by following a unique ap
proach based on particle distribution. Two sets of massless parti
cles were injected into the combustor—one set in the cavity 
region close to the forebody (Location A) and the other into 
the air flow at the entrance (Location B). Both sets of particles 
were injected into the flowfield with a time interval of 0.27 ms. 
The fraction of the mass that originated in the cavity and re
mained in the cavity after t ms is obtained by summing the 
particles that were released from Location A at a time / ms 
prior and are still laying within the cavity. The decay of injected 
fluid in the cavity at different times for different cavity sizes is 
shown in Fig. 7 (a ) . Since the residence time for the fluid that 
is injected into the cavity is inversely proportional to the decay 
time, Fig. 7(a) also represents the residence-time characteristics 
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40 

Fig. 6 Change in drag coefficient with time resulting from the addition 
of the disk to the forebody-spindle geometry obtained for different cavity 
lengths: (a) small-spindle case; (to) large-spindle case 

indicates that even though under minimum-drag conditions the 
vortices in the cavity and behind the disk are locked spatially, 
the converse—locked vortices yielding minimum drag—is not 
always true. 

Residence Time and Entrainment in the Cavity. With 
the proper choice of cavity dimensions such as length and 
height, the vortex/vortices in the cavity can be made stationary. 
On the other hand, a stationary vortex yields minimum mass 
exchange between the vortex and the main flow (flow in the 
annular gap). In a combustor, this implies that the transport of 
the oxidizer from the main flow into the cavity will be minimum 
when the vortices in the cavity are locked. Since locked vortices 
help to stabilize the flames in the combustor, for accommodating 
the decrease in the oxidizer entrainment into the cavity, addi
tional air must be fed into the cavity directly to obtain better 
performance from the trapped-vortex combustor. Therefore, it 
is important to understand the residence time and entrainment 
characteristics of cavity flows for different cavity sizes. 

A quantitative estimation of entrainment is difficult in a dy
namic-flow system since entrainment resulting from vortex mo-
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Fig. 7 Residence-time and entrainment characteristics obtained from 
particle distributions for different cavity lengths: (a) ratio of rate of de
crease in cavity mass and rate of injection of mass into cavity; (b) ratio 
of rate of increase in cavity mass and rate of injection of mass outside 
cavity 
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for different cavity sizes. The observations made from Fig. 1(a) 
are as follows: (1) When the vortices in the cavity become 
stable (0.6 case), the injected fluid remains in the cavity. The 
small fluctuations obviously indicate that the vortices in the 
cavity are not perfectly locked. (2) For the case of XCID0 — 
0.4, the injected fluid leaves the cavity with time. Interestingly, 
the fluid decay in this case is not a linear function of time. 
Figure 1(a) indicates that the initial 80 percent of the fluid left 
the cavity in about 40 ms, whereas the remaining 20 percent 
fluid required ~80 ms to leave the cavity. This variation in 
residence time results from the differences in the dynamic char
acteristic of the vortices in the cavity. The vortices in the upper 
half seem to shed from the cavity, whereas the ones in the lower 
half move within the cavity itself. Therefore, the particles (or 
mass) injected into the vortices in the upper half have less 
residence time, and the particles injected into the lower-half 
vortices remain in the cavity for longer periods of time. Because 
of the difference in the residence times of the mass injected 
from different locations within the cavity, evenly distributed 
combustion within the cavity can be achieved by injecting fuel 
and air into the cavity at multiple locations with varying flow 
rates. 

Flow within the cavity becomes dynamic also for the cases 
where the length of cavity is greater than that of the optimum 
one. As a result, the mass of the fluid remaining in the cavity 
decreases with time [Fig. 7 ( a ) ] . However, unlike in the case 
of the shorter-than-optimum cavity, fluid fluctuates at a near-
constant frequency (72 Hz). These fluctuations result either 
from entrainment of particles into the cavity that had left earlier 
or from accumulation of particles resulting from a phase lag 
between the injection and ejection times. A close look at the 
cavity-flow structure in Fig. 5(d) suggests that vortices are not 
shedding from the cavity; hence, entrainment of cavity particles 
back into the cavity may be ruled out. The particle distribution 
in this figure also indicates that particles lump together while 
moving around the center of the cavity and when that lump 
comes closer to the edge of the afterbody, a fraction of particles 
leaves the cavity. This implies that the particles injected into 
the cavity vortex at a certain phase leave the cavity quickly 
[corresponds to the maxima in the XJD0 = 1 . 2 curve in Fig. 
7 ( a ) ] ; on the other hand, those injected at other phases tend 
to remain in the cavity for longer periods of time (corresponds 
to the minima). This scenario can be confirmed by considering 
the relationship between the time period for one cycle (~14 
ms) and the distance traveled by the particle lump (~340 mm, 
obtained from the cavity dimensions), which yields a velocity 
of 24 m/s—close to the jet velocity or the recirculating flow 
velocity in the cavity. These insights into the vortex dynamics 
and particle accumulation in the cavity aid in determining the 
injection pattern for providing longer or shorter residence times 
for the fuel-air mixture to obtain better combustion and pollut
ant management. 

For bringing the main air/fuel into the cavity, it is important 
to know the entrainment characteristics of the vortices for differ
ent cavity sizes. Such characteristics for three cavity sizes were 
obtained by calculating the number of particles injected in the 
main flow and entrained into the cavity. Entrainment rates from 
the particle count are shown in Fig. 1(b). As expected, when 
the vortex is trapped in the optimally designed cavity, very little 
main flow is entrained into the cavity. This emphasizes the 
important aspect of the trapped-vortex combustor—that under 
optimum design conditions, the fuel and air necessary for effi
cient combustion in the cavity should be directly injected into 
the cavity without relying on entrainment from the main flow. 
On the other hand, when the cavity is smaller than the optimum 
one, as in the case of XJDQ = 0.4, the entrainment rate initially 
increased linearly up to t = 40 ms and later slowly reached 
a saturated value. The balance between entrainment into and 
shedding from the cavity resulted in a saturated level for the 
main-flow particles in the cavity. In the case of the larger-than-

optimum cavity [Xc/D0 =1 .2 case in Fig. 1(b)], particles that 
were injected into the main flow entered the cavity in a stepwise 
fashion. As discussed earlier, a maximum number of particles 
enters the cavity during a certain period of the vortex evolution. 
The gradual decrease in the step height with time indicates that 
the entrainment rate is approaching a saturated value. 

Combusting Flow. Considering the advantages of locked 
vortices for stable combustion, Hsu et al. (1995) have devel
oped a laboratory combustor that can operate over a wide range 
of flow-rate conditions. The geometry of the center-body com
bustor designed by Hsu et al. (1995) is similar to that studied 
by Little and Whipkey (1979) for nonreacting flows. For in
vestigating the vortex characteristics in the cavity under com-
busting-flow environment, calculations were made for the simu
lation of reacting flow for the combustor of Hsu et al. (1995). 
This combustor consists of a forebody and an afterbody of 
diameters 70 and 50.8 mm, respectively. The combustor is en
closed in a 80-mm-dia Pyrex annular tube. Main air is delivered 
through the annular gap between the Pyrex tube and the fore-
body at a velocity of 42 m/s. Primary air and fuel (propane) 
are injected into the cavity from the afterbody. Fuel and air are 
carried to the afterbody through a central tube that connects the 
afterbody to the forebody. Figure 8(a), obtained using a normal 
photographic camera with long exposure time, shows the flame 
and the combustor geometry for operation under a primary 
equivalence ratio (defined as fuel-to-air ratio injected into the 
cavity relative to the ratio required for stoichiometric combus
tion) of 4.4. 

Calculations were made for this fuel-rich condition using a 
251 X 101 grid system. Fuel and air in the experiment were 
injected into the cavity through three coannular rows of holes 
drilled on the face of the afterbody. The fuel holes were sand
wiched between the air holes. The symmetric distribution of 
holes is assumed to provide only weak three-dimensional ef
fects. For performing axisymmetric calculations on this near-
symmetric combusting flow, the fuel and air holes were replaced 
with annular slots of 1-mm width in the model. The flat veloci
ties of 12.4 and 5 m/s at the exits of air and fuel slots gave the 
measured flow rates of 56 and 25 slpm, respectively. 

The instantaneous flow computed with a fast-chemistry as
sumption is shown in Fig. 8(£>) by plotting iso-temperature 
contours and velocity vectors in the upper and lower halves, 
respectively. Computed flow in the cavity has a large vortex 
generated by the high-speed annulus air flow and several small 
vortices that are primarily developed from the interaction of 
fuel and air jets injected into the cavity. Figure &(b) also indi
cates that the flow of combustion products from the cavity 
over the disk is associated with only weak shedding. This was 
confirmed by making an animation of the time-dependent solu
tion. The weak vortex shedding from the cavity suggests that 
the global vortex structure in the cavity represents a locked 
vortex. Note that the design strategy used by Hsu et al. (1995) 
for determining the cavity size was based on the conditions for 
obtaining locked vortices in cold flows without primary injec
tion. For this cavity size, cold-flow calculations also showed 
locked vortices within the cavity and behind the afterbody. Ab
sence of strong vortex shedding from the cavity, noted from 
the reacting flow calculations made with primary injection (Fig. 
8), suggests that the locked-vortex criterion obtained using cold 
annular flow yields locked vortices (overall) in the reacting 
flow case also. Additional calculations must be performed with 
different cavity sizes before a general conclusion can be reached 
regarding locked vortices in cold and reacting flows. 

The overall flow structure and the temperature field are ob
tained from direct numerical simulations by time averaging the 
8000 instantaneous solutions over a period of 40 ms. The results 
are shown in Fig. 8(c) . The dominating cavity vortex and the 
near steady-state wake vortex noted in the instantaneous solu
tions [e.g., Fig. 8(b)] have appeared in the time-averaged data 
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Fig. 8 Reacting flow inside trapped-vortex combustor for primary equiv
alence ratio of 4.4: (a) direct photograph of flame, (b) instantaneous 
flowfield obtained with direct numerical simulation, (c) flame obtained 
by averaging several instantaneous solutions, and (d) steady-state flame 
simulated using k-e turbulence model. Iso-temperature contours are 
plotted with 150-K interval from 300 K. 

as stable recirculation regions. A small recirculation region in 
the corner of the spindle and disk may also be noted in Fig. 
8(c). Time averaging has also eliminated the temperatures that 
are greater than 1600 K [absence of Contour No. A in Fig. 
8(c)] . 

The computed peak temperature (time-averaged) of 1600 K 
is lower than that measured (~1900 K) in the experiment. In 
fact, even the instantaneous temperature never exceeded 1750 
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K in the direct numerical simulations. Since a fast-chemistry 
model was used in the present simulations, the lower computed 
temperature could be resulting from the mixing-limited environ
ment in the cavity. It is known that even though large-scale 
flow structures play a major role in the mixing of fuel and air, 
small scales are important for mixing on a local level. The 
present simulations predict only the large-scale vortical struc
tures in the cavity. The lower predicted temperature could then 
be due to the absence of small-scale vortices in the calculations. 
For verifying this, calculations were made by including the k-
e model for turbulence. Computations resulted in a steady flow 
and the predicted temperature field is shown in Fig. 8(d) . Note 
that the same 251 X 101 grid system utilized in direct numerical 
simulations was employed for these calculations also. Surpris
ingly, the peak temperature obtained in Fig. 8(d) was only 1500 
K—lower than that obtained without the turbulence model. This 
suggests that the combustion in the cavity is not limited by the 
small-scale mixing. 

In experiments, primary fuel and air are passed through the 
central tube and afterbody before being injected into the cavity. 
Since both the center tube and afterbody are surrounded by the 
hot combustion products, their wall temperatures are expected 
to be higher than the temperature of the incoming fuel and air, 
which, in turn, heats the fuel and air. On the other hand, even 
though the walls of the afterbody and center tube were treated 
as adiabatic walls in the present simulations, fuel and air were 
injected in the cavity at room temperature since flow inside the 
tubes was not considered. It is believed that the hotter fuel and 
air injected into the cavity leads to the higher temperatures in 
the experiment. 

A comparison between the time-averaged flow field [Fig. 
8(c)] and the steady-state solution resulted from k-e model 
[Fig. 8(d)] reveals significant similarities. Mainly, the recircu
lation zone observed in the time-averaged data matches well 
with that obtained with k- e model. On the other hand, the wake 
vortex behind the disk and the corner vortex of the spindle and 
disk predicted with k- e turbulence model are weaker than those 
obtained from the time-averaged direct-numerical-simulations 
data. The temperature distributions in Figs. 8(c) and 8(d) are 
also quite different. Simulations with the k-e model yielded 
jet-flame structures in the cavity following the fuel and air 
injections, whereas, more uniform temperature distributions are 
obtained with direct numerical simulations. 

Summary 
Vortex shedding behind a bluff forebody leads to a higher 

drag coefficient. It is known that by trapping these wake vortices 
using disks, the drag coefficient of the forebody-spindle-disk 
combination can be decreased. The dynamics of the vortices 
formed inside the cavity and behind the forebody were studied 
using a time-dependent, axisymmetric Computational Fluid Dy
namics with Chemistry (CFDC) code. A large number of grid 
points with AX and Ar ~ 0.9 mm was used to capture the 
large-scale structures whose physical size is up to an order 
of magnitude smaller than the cavity height. The important 
conclusions reached from the calculations made with different 
cavity sizes, spindle diameters, and disks are that (1) changes 
in drag coefficient can be predicted from the simulation of large-
scale structures alone, (2) for the optimum cavity length at 
which the drag coefficient becomes minimum, the vortices in 
the cavity and behind the disk are locked spatially; however, 
the converse—locked vortices correspond to a minimum-drag 
condition—is not always true, (3) more than one dominant 
vortex is developed in smaller-than-optimum cavities and vortex 
shedding always occurs from these cavities, (4) a single domi
nating vortex formed within a larger-than-optimum cavity 
moves within the cavity and shedding is not associated, and 
(5) because of the cavity-vortex shedding, entrainment into the 
cavity is greater and residence time is lower in the smaller-
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than-optimum cases compared to those in the larger-than-opti-
mum ones. These findings are useful in determining the loca
tions for injecting primary air and fuel into the cavities for 
trapped-vortex-combustor applications. 

Calculations were also performed for the reacting flow in the 
trapped-vortex combustor designed by Hsu et al. (1995) using 
the fast-chemistry model. Preliminary results suggest that the 
optimum cavity length determined from the nonreacting annular 
flow seems to yield nonshedding cavity flows, even with com
bustion and primary injection into the cavities. Additional calcu
lations must be performed to verify this conclusion for different-
geometry combustors. 
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Optical Measurement of Gas 
Turbine Engine Soot Particle 
Effluents 
This paper addresses optical-based techniques for measuring soot particulate loading 
in the exhaust stream of gas turbine engines. The multi-angle scattering and multi-
wavelength extinction of light beams by ensembles of submicrometer soot particles 
was investigated as a diagnostic means of inferring particle field characteristics. 
That is, the particle size distribution function and particle number density were 
deduced using an innovative downhill simplex inversion algorithm for fitting the 
deconvolved Mie-based scattering/extinction integral to the measured scattering/ 
extinction signals. In this work, the particle size distribution was characterized by 
the widely accepted two-parameter log-normal distribution function, which is fully 
defined with the specification of the mean particle diameter and the standard deviation 
of the distribution. The accuracy and precision of the algorithm were evaluated for 
soot particle applications by applying the technique to noise-perturbed synthetic data 
in which the signal noise component is obtained by Monte Carlo sampling of Gaussian 
distributed experimental errors of 4, 6, and 10 percent. The algorithm was shown to 
yield results having an inaccuracy of less than 10 percent for the highest noise levels 
and an imprecision equal to or less than the experimental error. Multi-wavelength 
extinction experiments with a laboratory bench-top burner yielded a mean particle 
diameter of 0.039 \im and indicated that molecular absorption by organic vapor-
phase molecules in the ultraviolet region should not significantly influence the mea
surements. Afield demonstration test was conducted on one of the JT-12D engines 
of a Sabre Liner jet aircraft. This experiment yielded mean diameters of 0.040 p,m 
and 0.036 pm and standard deviations of 0.032 pm and 0.001 fimfor scattering and 
extinction methods, respectively. The total particulate mass flow rate at idle was 
estimated to be 0.54 kg/h. 

Introduction 
Accurate measurement of soot particle effluents from aircraft 

gas turbine engines is required for several engineering applica
tions, including management of internal heat transfer loads, 
prediction and modification of plume visibility and infrared 
emission signatures, and quantification and control of both low-
altitude and high-altitude pollutant emissions. Many of these 
performance parameters are equally relevant to stationary gas 
turbine engines. For these applications it is believed that the 
mean soot particle diameter falls in the range of 0.03-1 pm, 
and a new class of instrument is needed to access this small 
particle domain. In view of recent findings on the seriousness 
of small particle impacts on health, it is certain that new regula
tions concerning small particle pollution are on the horizon. As 
such, it will be necessary to develop new measurement stan
dards for gas turbine particulate emissions. 

To define fully the influence of soot particle effluents on the 
performance parameters of interest, it is necessary to determine 
accurately both the Particle Size Distribution Function (PSDF) 
and the particle number density. The current standard pertaining 
to gas turbine engine exhaust particulates is the SAE Smoke 
Number. Unfortunately, measurement of the Smoke Number 
entails a recipe-based procedure with little scientific basis. As 
such, it is useful for comparing the relative particulate output 
between engines, but it does not provide a reliable quantitative 
measure of the combustion particulate emission rate. Further
more, the SAE procedure is disadvantageous in terms of the 
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costs and time expenditures associated with implementation. 
Reliable alternative methods are needed. 

In the past, workers in this field have relied primarily on 
sample extraction probes inserted into the exhaust plume to 
obtain such quantitative data. For example, the widely used 
Electrostatic Aerosol Analyzer (EAA) consists of an insertion 
probe and a remotely located sensor, which sorts the sample 
particles as they pass through an applied electrostatic field. The 
reliability of results obtained by such techniques is, however, 
somewhat suspect. Extraction probes perturb the local flow 
field, are prone to sampling bias errors, which can translate into 
significant measurement uncertainty, and have poor time/spatial 
resolution. Furthermore, the cost associated with fully mapping 
the exhaust stream cross section is prohibitive in terms of the 
excessive test times required. 

Because of these limitations, nonintrusive optical methods 
are more attractive in terms of their ability to provide remote 
in-situ measurement of exhaust stream particulates. These tech
niques, which can be categorized as either single-particle optical 
probes or ensemble optical probes, measure the interaction be
tween small particles and known light sources to infer particle 
properties on a very small spatial scale (van de Hulst, 1957; 
Kerker 1969; Borhen and Huffman, 1983). In general, the sin
gle-particle and ensemble categories are distinguished by the 
average size and number density in the particulate field. Single 
particle counting is suited to large particles (diameters greater 
than 20 pm) with a relatively low number density, whereas 
ensemble techniques are suited to high concentrations of small 
particles (diameters less than 1 pm). Because of varying light 
source intensities and detector sensitivities, the terms large and 
small are relative. However, a rough rule of thumb may be given 
for optical wavelengths. That is, if the particle's dimensions are 
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somewhat larger than the wavelength of scattered light, the 
particle can in most instances be individually detected. On the 
other hand, if the particle's dimensions are somewhat less than 
the wavelength of scattered light, individual detection becomes 
difficult. Soot particles fall into the submicrometer size range, 
and ensemble probes are generally required based on sensitivity 
and measurement speed considerations. 

The two major optical strategies for making ensemble mea
surements of the PSDF and particle number density are multi-
angle scattering and multi-wavelength extinction of a directed 
beam of light. Because these techniques have a solid theoretical 
underpinning, they offer the promise of remotely operated, non-
perturbative probing with high spatial and temporal resolution. 
They can also be readily adapted for near-real-time analysis and 
monitoring during normal engine operation. Whereas scattering 
techniques can be implemented as either single-particle probes 
or ensemble probes, wavelength-dependent extinction of a light 
beam is applicable only to ensembles of small particles since 
the extinction produced by a large particle is very difficult to 
measure. Single particle scattering systems such as the dual-
beam Laser-Doppler Velocimeter (LDV) and the Phase-
Doppler Particle Analyzer (PDPA) are highly developed and 
commercially available; however, systems for ensemble optical 
measurements, as required for soot-laden exhaust streams, are 
not yet fully developed. The central objective of this work was 
to advance the development of ensemble optical probe tech
niques with application to gas turbine engine exhausts. 

The work in this paper describes the application of combined 
multi-angle scattering and multi-wavelength extinction mea
surements for deducing (1) the mean and standard deviation 
parameters of an assumed log-normal PSDF, (2) the soot parti
cle number density, and (3) the mass flux of soot particles in 
the exhaust of an aircraft gas turbine engine. Numerical evalua
tions, as well as laboratory and field tests, were performed 
to demonstrate the innovative downhill simplex deconvolution 
algorithm of Sun and Lewis (1995) for this application. 

Theoretical Background 

In implementing ensemble optical probe techniques, a beam 
of light is projected through the particle field and particle size 
information is extracted from (1) the angular dependent scatter
ing signals from a finite probe volume along the beam and/ 
or (2) the wavelength-dependent extinction of the light beam 
integrated along its path through the particle field. The former 
technique most often employs a monochromatic light source 
(e.g., laser) and particle size is inferred from the angular distri
bution of scattered light. The latter technique requires a broad
band CW light source extending well into the ultraviolet (UV) 
in order to detect the full range of soot particle sizes. Throughout 
the forgoing analysis, the particulate field is idealized as a com
position of spherical, homogeneous particles having a number 
density size distribution n(r) = Np(r) where N is the total 
number density and p(r) is the normalized, relative PSDF for 
the particle radius r. 

The incident light beam of power P0, intensity 70, and wave
length X interacts with the particles having a complex index of 
refraction m = r](\) + ;'K(X) to produce a scattering signal of 
intensity: 

I.dlo, X, m) = PQNL, I Cs(fi0, X, r, m)p(r)dr (1) 
Jo 

where Cs is the differential scattering cross section integrated 
over the subtended solid angle fi0 of the detector at the polar 
and azimuthal scattering angles Q and <p, and Ls is the effective 
scattering length of the probe volume. The scattering probe 
volume is defined by the input and collection optics and it is 
sized to contain a sufficient number of particles for accurately 
representing the PSDF. 

When the incident light beam of intensity /0 passes through 
the particle field, it is attenuated by scattering and absorption 
effects and the transmitted beam exits with intensity /(A.) ac
cording to the extinction equation: 

7 ( \ ) = / 0 e x p ( - T ) (2) 

The transmissivity of the medium, r , is a measure of its optical 
depth and is defined by 

T = NLe\ Ce{\, r, m)p{r)dr (3) 
Jo 

where Le is the path length of interaction and Ce is the extinction 
cross section. Through Eq. (3) , the variation of the extinction 
cross section with X dominates the variation of transmission 
with X.. That is, the determination of the size distribution p(r) 
comes primarily from the variation of r with X. 

For interaction of a planar electromagnetic wave with a spher
ical object, the scattering and extinction cross sections Cs and 
Ce are defined by classical Mie theory. Although the soot parti
cles are in actuality nonspherical agglomerated fractal chains, 
Few et al. (1990) have demonstrated that the scattering and 
extinction characteristics of an ensemble of randomly oriented 
nonspherical absorbing particles are adequately approximated 
by Mie theory if the average particle size is sufficiently small 
and the Mie sphere diameter is chosen to have the same volume 
as the nonspherical particle according to the Purcell-Pen-
nypacker scattering model. It is also known that the sensitivity 
of Mie-based techniques decreases as the particle diameter D 
decreases. Specifically, as the ratio irD\m - 1|/X becomes 
much less than unity, the size-specific information content of 
scattering and extinction data vanishes (Bohren and Huffman, 
1983). This implies a lower limit for detectable particle diame
ters of about 0.02 fim. However, previous measurements using 
Diffusion Broadening Spectroscopy (DBS), which is known to 
have sufficient sensitivity for detecting particle diameters down 
to 0.005 /j,m, have indicated that the mean soot particle diameter 
is generally greater than 0.03 fim, thereby confirming the valid
ity of Mie-based techniques for this application (Bernard, 1988; 
Petrovic, 1991). Detailed procedures for computing the Mie 
cross sections are described by Kerker (1969), Wiscombe 
(1979), and Bohren and Huffman (1983). 

We now note that Eqs. (1) and (3) governing the multi-
wavelength extinction and multi-angle scattering signals share 
the common form of a Fredholm integral equation of the first 
kind: 

J max 

K(ai,r)p(r)dr, j = 1, 2 n (4) 
o 

where a, denotes the set of n angles Q, or n wavelengths X, at 
which measured scattering or transmissivity signals g ( a ; ) are 
obtained. For simplicity, the theoretically unimportant parame
ters, such as laser power, have been suppressed and rmax repre
sents the numerical cut-off radius of computation. The function 
K(ait r) is the kernel function, and recovery of the PSDF, 
p(r), for particles of radius r requires the generally difficult 
deconvolution of Eq. (4). The Mie cross section in the kernel K 
is a strong function of particle diameter, and it has a wavelength 
dependence from two sources, the first being the particle-size 
parameter x = 2nr/\, which is the argument of the Mie equa
tions, and the second being the normally weaker dependence 
produced by the spectral variation of the index of refraction. In 
general, certain simplifying approximations can be invoked in 
the evaluation of K when x is much less than or much greater 
than unity. That is, approximations for K effect Fourier (x •=§ 
1) and Mellon (x > 1) transformations, thereby determining 
p(r) (Shimizu and Ishimaru, 1990; Box and Viera, 1990). For 
general size parameters, however, Mie theory must be used for 
the evaluation of the kernels and the deconvolution. In this 
work, the Mie kernels were calculated with the Wiscombe 
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(1979) code, and a Gaussian quadrature was used for the numer
ical integration (Press et al., 1989). 

Deconvolution algorithms for recovering p(r) are generally 
based on a linear vector space representation of the Fredholm 
integral equation of the first kind 

in 

g{al) = llK{al,rj)p{rJ), i = 1, 2, . . . , n (5) 

which may be written in matrix form as: 
g = K p (6) 

where g is an n X 1 column matrix, p is an m X 1 column 
matrix, and K is an n X m matrix, which may include numerical 
quadrature coefficients. Multiplying through by KT and in
verting yields the PSDF, p = ( K 7 K ) ~ l i K r - g . Unfortunately, 
this linear inversion is subject to instability because of the ill-
conditioned Mie kernels and because the kernels may exhibit 
linear dependence (Twomey, 1977; Jones et al., 1994). Given 
a finite measurement error e, Twomey (1977) showed that the 
resulting error in p would be: 

\6p(r)\ (7) 

where \, is the ith eigenvalue of the covariance matrix defined 
by the product KK7. For relatively large off-diagonal terms, 
the eigenvalues can be extremely small and a finite measure
ment error e can lead to a large error in p . 

A promising alternative algorithm that avoids these numerical 
problems has been proposed by Sun and Lewis (1995). Their 
method poses a multi-parameter functional form f for the PSDF 
from which a trial data vector t is calculated as: 

t = K - f (8) 

With the experimental data vector gc = g + e, which includes 
the measurement error, it then becomes possible to form the 
square difference x2 as: 

I t - g . (9) 

The fitting parameter x2 is then minimized by adjusting the 
parameters of the assumed PSDF f where the minimization 
process is accomplished using the downhill simplex (DHS) 
method (Nelder and Mead, 1965; Press et al., 1989; Sun, 1994). 
The uncertainty of the DHS method was estimated to be (Sun 
and Lewis, 1995): 

< ( f -p ) 2 >~<«- 2 > (10) 

which compares well with the error estimate for the conven
tional unconstrained linear-inversion method, Eq. (7). 

The simplest forms for f are one-parameter distribution func
tions such as the Gaussian, Rayleigh, or Boltzman distributions, 
but the more accepted practice is to use two-parameter forms 
such as the log-normal, gamma, or Weibull distributions. In this 
work, the soot particles of number density N0 are characterized 
by a log-normal distribution with a mean diameter D0 and a 
standard deviation V0: 

p(D = 2r) 
1 

<TDV27T 
exp\-^-2[\nD- nV\ (11) 

where n = In D0 - a212 and a2 = In [1 + (V0/D0)2]. Note 
that the log-normal distribution is defined only for D > 0. 

There remains some degree of uncertainty in the literature as 
to the appropriate index of refraction for soot. The most applica
ble data appear to be those reported by Dalzell and Sarofim 
(1969) and by Lee and Tien (1981). We have relied on both 
of these distinctly different indices of refraction throughout this 
work. 

Accuracy and Precision Evaluations 

Issues of accuracy and precision are important considerations 
for any diagnostic measurement, and quantitative measures of 
experimental error propagation are desirable. In this application, 
the major questions of import were: 

(a) How do the ever-present experimental errors propagate 
through the deconvolution algorithm and affect the re
sults of D0, Vo» and N, and how precise must the data 
be to achieve the desired precision in the results? 

(b) How does one best represent this uncertainty in the 
results to convey a measure of the confidence limits, 
or goodness, of the results? 

(c) How does one predict the number and location of the 
a, 's, that is, the wavelengths and angles, that one should 
use to achieve the desired goodness of fit? 

To address these issues, deconvolutions were performed with 
the downhill simplex algorithm using noise contaminated syn
thetic data for soot size particles. In this evaluation, the synthetic 
soot PSDF was contaminated with data errors obtained through 
Monte Carlo sampling of a Gaussian distribution having a pre
defined noise level. This provided a sample data set for de
termining the associated uncertainty in D0, V0, and N. With 
each set of sampled input data, multiple starting points were 
also used for the simplex deconvolution process, so that each 
deconvolved set of (D0, V0, N) would be characterized by un
certainty values. The repetition of this process yields probability 
distribution functions (pdf) for the predicted mean diameter, 
variance, and number density. Narrow pdf's imply precise de-
convolutions. Figure 1 illustrates this numerical process. 

The synthetic soot sample was defined by a log-normal distri
bution of mean diameter D0 = 0.05 /im, standard deviation V0 

= 0.02 //m, and number density-path length product NL =1 .1 
X 1010 cm2. The simulated, or synthetic, input data were as
sumed to be provided by 17 wavelength extinction points and 
7 angular scattering data points (located at the scattering angles 
of 4, 7, 15, 90, 160, 165, and 170 deg). Gaussian distributed 
experimental errors of 4, 6, and 10 percent were sampled to 
introduce measurement uncertainties into the synthetic data vec
tor, and the resulting PSDF parameters D0, V0, and NL were 
determined for each sample using the downhill simplex decon
volution algorithm outlined in the previous section. The accu
mulated statistics yielded probability distribution functions 
(pdf) for the measurement uncertainty in the PSDF parameters. 

Figures 2, 3, and 4 show the Gaussian fitted pdf results for 
D0, V0, and NL, respectively, with 4, 6, and 10 percent noise. 
It is noted from these figures that the downhill simplex deconvo
lutions predict the PSDF parameters with an inaccuracy of less 
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Fig. 1 Diagram illustrating the Monte Carlo numerical procedure for 
evaluating experimental error propagation through the downhill simplex 
deconvolution algorithm 
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Fig. 2 Gaussian fitted pdf results for D0 with 4,6, and 10 percent experi
mental error 

than 10 percent and with an imprecision that is equal to or less 
than the assumed level of experimental error. It was found in 
general that the nonlinear simplex approach was more tolerant 
of data channels with little information and plentiful noise than 
the commonly used constrained linear inversion techniques. 
This assertion is supported by further evaluations with an in
creased number (i.e., 10) of scattering angles in which we were 
unable to find any significant deviation in the results. That is, 
no additional information content was provided by an increase 
in the number of data inputs beyond the original configuration. 

Deconvolutions of the synthetic extinction data for the dis
tinctly different indices of refraction of Dalzell and Saroflm 
(1969) and Lee and Tien (1981) yielded only slight variations 

in the predicted PSDF parameters as indicated by the results of 
Table 1. This result may not be obtained for soot samples of 
smaller mean diameters because the ultraviolet (UV) wave
length region possesses more information content and assumes 
more importance than the visible region. The greatest differ
ences in the index of refraction occur in the UV region and the 
general validity of the result given above is questionable. 

Laboratory Burner Results 
Multi-wavelength extinction data were acquired from a 

bench-top laboratory burner to support the development of the 
soot particle measurement diagnostic. In addition to measuring 
the PSDF parameters of the soot particle effluents, it was desired 
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Fig. 4 Gaussian fitted pdf results for NL with 4,6, and 10 percent experi
mental error 

to determine whether organic vapor-phase molecules exhibit 
sufficient absorption to perturb PSDF measurements. Of partic
ular interest was the UV region of X. =s 320 nm where various 
organic species in fuel-rich flames are likely to exhibit absorp
tion features. 

The desired data were obtained from a laminar-flow CH4 /02 

diffusion-flame produced by a Wolf hard- Parker burner. The 
burner was operated with a fuel/oxygen ratio of 0.413 and a 
linear flow speed of 35 cm/s. Absorption data were acquired 
using a 0.5 m focal length JACO spectrometer and a deuterium 
lamp source. The spectrometer grating was 1200 groove/mm 
and the unilateral, gaged entrance and exit slits were set at 400 
/an. The effective bandpass of the instrument was 0.6 nm. 

Table 1 Comparison of predicted log-normal PSDF parameters for the 
complex index of refraction data of Dalzell and Sarofim (1969) and Lee 
and Tien (1981). Calculations based on downhill simplex deconvolutions 
of noise-contaminated synthetic extinction data. 

Index of Refraction Dalzell and Sarofim (1969) Lee and Tien (1981) 

PSDF Parameter <Do) (|lm) <V„> ftrni) (NL) (cm1) <D„) (nm) (V„> (Jim) (NL) (cm"') 

4% Noise 4.9406x10'' 1.9957x10'' 1.1424x10™ 4.9509x10s 1.9964x10-' 1.1357x10'° 

6% Noise 4.9347x10'' 1.9908x10'' 1.1603x10'° 4.9042x10' 1.9935x10' 1.1699x10" 

10% Noise 5.0806xlOJ 2.0025x10-' 1.0633x10'° 5.0048X10' 1.9971X10-' 1.1329x10'° 

Data were acquired over the wavelength range of 200-450 
nm, and no significant features of molecular absorption were 
noted that would place realistic limits on the use of this tech
nique to determine the PSDF. We also concluded that such 
flame sources would be suitable for supporting the future devel
opment of these optical-based measurement diagnostics. A 
downhill simplex fit to the multi-wavelength extinction data, 
as shown in Fig. 5, yielded the following log-normal PSDF 
parameters: D0 = 0.039 /xm, V0 = 0.008 /im, and N = 3.2 X 
109 cm - 3 . The scatter in the data is due to insufficient averaging. 
The predicted log-normal PSDF is shown in Fig. 6. 

Field Test Results 
A field test demonstration for combined multi-wavelength 

extinction and multi-angle scattering measurements using the 
downhill simplex deconvolution algorithm was conducted in 
the engine exhaust plume of a Sabre Liner jet aircraft. Each of 
the aircraft's twin JT-12D engines is rated at 3000 lb of thrust 
with an exhaust duct exit diameter of 33 cm (13 in.). This 
engine was previously investigated in 1992 using only multi-
wavelength extinction measurements, yielding a mean soot par
ticle diameter of approximately 0.04 /im and a particulate load
ing of 15.4 mg/SCM. The experimental configuration for the 
scattering and extinction measurements reported in this work is 
shown in Fig. 7. 

The scattering system projects a mechanically chopped 
argon-ion laser beam (25 mW @ 546 nm) through the plume 
cross section, and the scattering signals are collected by photo-
multiplier tube (PMT) optical detectors located at various for
ward and backward scattering angles. In this field test, seven 
scattering detectors were located at 4, 7, 15, 90, 160, 165, and 
170 deg with respect to the beam path. All scattering detectors 
lie on a common radius, and they are apertured to focus on a 
common probe volume at the center of the plume. The detector 

1.0 r 

£ O.E 

tu 

Wolfhard-Parker Burner 

D0 = 0.039 Jim 
V0 = 0.008 nm 
N = 3.2x10" cm3 

O 
O ^ ^ - ^ 0 

° O O ^ ^ 

0 ^ ~ ^ ^ 

0 
i. 

o Experiment 
- Fit 

0 
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Experiment 
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• • 

200 250 300 350 400 
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Fig. 5 Downhill simplex fit to the multi-wavelength extinction data for 
the Wolfhard-Parker laboratory burner. The experimentally acquired 
spectrums were ensemble-averaged at each selected wavelength of the 
fit. 
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Fig. 6 Predicted log-normal PSDF for the Wolfhard-Parker laboratory 
burner flame 

signals are phase-locked to the optical chopper frequency to 
improve the signal-to-noise ratio, and the signals are recorded 
on a remote PC-based data acquisition system. The multi-wave
length extinction system uses a deuterium lamp as a UV radia
tion source, and it is collimated and passed through the engine 
exhaust stream. This beam was folded and passed through the 
exhaust plume five times in order to achieve the required level 
of sensitivity. The beam is then collected in a fiber optic cou
pling, which is connected to an array detector spectrometer 
having the same configuration used in the laboratory experi
ments. Spectroscopic data are acquired over a wavelength inter
val of 250 to 500 nm with an Optical Multichannel Analyzer 
(OMA) and stored for analysis. The optical plane of interroga
tion is located at a plume cross section 16 cm downstream from 
the exhaust duct exit. 

The geometry of the collection optics for the scattering sig
nals is illustrated in Fig. 8. The detectors use optical collection 
lenses having the same focal length and magnification ratio at 
all angles, and different aperture sizes are required so that each 
detector sees the same scattering probe volume. Given a scatter
ing probe length Ls we know that the projected probe length at 
the angle a is defined by L„ sin (a). Thus, for a constant 
magnification ratio /3, the aperture slit width 6 along the beam's 
length can be determined for any angle from the relation: 

1 

Ls sin (a) j3 
(12) 

The length of the slit in a direction perpendicular to the beam 
is fixed at a value larger than the beam diameter. Using a slit 
width of 0.5 mm at a scattering angle of 4 deg and a magnifica
tion ratio of 2.7 yields the scattering length for this experiment 
as Ls = (0.5 mm) (2.7)/sin (4 deg) = 19.35 mm. The slit 
widths for all other angles are now determined from Eq. (12) 
holding Ls and (5 constant. In these experiments, the laser beam 
was polarized perpendicular to the detector plane to simplify 
definition of the Mie scattering kernels. 

The experimental results reported here are for engine idle 
conditions only. Attempts to make measurements at midpower 
and full-power conditions were not successful due to excessive 
vibration in the optical support structure. Based on our experi
ences, we believe that acoustically driven vibrations can cause 
severe perturbations in the optical-based measurements and that 
considerable effort will be required to develop a suitable support 
structure for a practical instrumentation system. 

Examples of the downhill simplex fitted scattering and extinc
tion data are shown in Figs. 9 and 10, respectively. The downhill 
simplex deconvolution results for the log-normal PSDF parame
ters were as follows: D0 = 0.040 /xm and V0 = 0.032 /xm for 
scattering data; D0 = 0.036 /xm and V0 = 0.001 (im for extinc-

Argon-lon Laser 
25 mW @ 546.0 nm 

Optical Chopper 
Phase Locked to Scattering Detectors 

Fig. 7 Field test experimental configuration for combined scattering 
and extinction measurements in the exhaust plume of a JT-12D jet air
craft engine 

tion data. The extinction data also yielded a soot particle number 
density of N = 3.5 X 108 cm"3. The volumetric fraction of 
particulates, fv, was converted to a mass loading of the plume, 
m = psvAfv, where ps is the density of soot, v is the exhaust 
velocity of the engine, and A is the cross-sectional area of the 
plume. The total particulate mass flow rate from the engine at 

Ls sin(a) 

Fig. 8 Diagram illustrating the collection optics geometry for the scat
tering detectors 
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idle was estimated to be 0.54 kg/h. The agreement for the 
mean soot particle diameter is acceptable, but the scattering 
measurements indicate a broader distribution in particle sizes 
than that implied from the extinction measurements. Our prefer
ence is for the extinction results. We believe that the discrep
ancy may be due to the different probe volumes of the two 
techniques. Unless the soot size distribution and number density 
are homogeneous across the entire plume, one should not expect 
the size distributions to match. In addition, part of the discrep
ancy may be attributed to our inability to maintain good optical 
alignment in the high-intensity acoustical cone of the engine 
exhaust plume. We encountered particular difficulty with acous
tically induced vibration of the collection optics for the small 
angle scattering detectors. 

Conclusions 
The research and development work reported in this paper 

was directed at the resolution of technical feasibility issues 
associated with optical-based measurement of soot particle ef
fluents from gas turbine engines. This was accomplished 
through computer simulations, bench-top laboratory tests, and 
a field test on a jet aircraft engine exhaust. The field test was 
conducted with general purpose research equipment and instru
mentation to provide a preliminary demonstration of an innova
tive particle measurement technology under practical condi
tions. The results of this work are summarized as follows: 

1 No more than 17 wavelength extinction points and 7 an
gular scattering angles are needed to approach the maxi
mum accuracy and precision of the downhill simplex de-
convolution algorithm. 

2 Deconvolution results using distinctly different indices of 
refraction from Dalzell and Sarofim (1969) and Lee and 
Tien (1981) for soot yielded only slight variations in the 
log normal PSDF parameters; however, this result may 
not be valid for particles with very small mean diameter. 
In this case, the ultraviolet (UV) wavelength range pos
sesses more information content and assumes more im
portance. 

3 Experiments using a bench-top laboratory flame indicated 
that absorption by vapor-phase organic molecules will not 
significantly perturb PSDF measurements and that such 
flame sources are suitable for supporting future activities 
related to development of an integrated instrumentation 
system. 

4 Demonstration field tests were successfully conducted on 
a Sabre Liner JT-12D jet aircraft engine. Preliminary anal
ysis of the data yielded acceptable agreement between 

JT-12D Engine (idle) 

JT-12D Engine (idle) 

D0 = 0.040 urn 
V , . 0.032 urn 

Experiment 
Fit 

50 75 100 125 

Scatter Angle (degrees) 

Fig. 9 Downhill simplex fit to the multi-angle scattering data in the JT-
12D engine exhaust plume. Experimental signals were time-averaged 
at each detector position and then normalized by the signal intensity 
measured at a scattering angle of 160 deg. 

350 375 400 425 450 

Wavelength (nm) 

Fig. 10 Downhill simplex fit to the multi-wavelength extinction data in 
the JT-12D engine exhaust plume. The experimentally acquired spec-
trums were ensemble-averaged at each selected wavelength of the fit. 

the scattering and extinction measurements. The total par
ticulate mass flow rate from the engine at idle was mea
sured to be 0.54 kg/h. 
The field test demonstrated that acoustically driven vibra
tions of the optical support structure can cause severe 
perturbations in the measurement results. Thus, control
ling and damping these vibrations is a critical develop
ment issue with respect to the practical implementation 
of this technology. 
Increased particulate information can be obtained through 
the combined application of scattering and extinction opti
cal probing techniques. Furthermore, the ensemble mea
surement approach offers a considerable improvement in 
speed over intrusive probe point measurements with the 
possibility of near real-time analysis as compared to con
ventional post-test analysis. 
Because the mean particle diameter is so close to the 
lower limit of detection of the scattering and extinction 
measurement methods, it would be advantageous to ex
tend the dynamic range of the total instrumentation sys
tem by including a diffusion broadening spectroscopy 
module. This would permit detection of soot particle di
ameters down to 0.005 ^m and improve resolution of the 
PSDF low-end tail. 
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Prediction of the 
Three-Dimensional Reacting 
Two-Phase Flow Within a 
Jet-Stabilized Combustor 
Numerical calculations of the two-phase flow in an experimentally well-investigated 
research combustor are presented. The comparison between measurements and calcu
lations demonstrates the capabilities of the state-of-the-art Euler/Lagrange method 
for calculating two-phase flows, when applied to a complex reacting liquid-fueled 
combustor. The governing equations for gaseous and liquid phase are presented, 
with special emphasis on the control of the coupling process between the two phases. 
The relaxation method employed, together with a convergence history, shows a suit
able way to achieve a fast and accurate solution for the strongly coupled two-
phase flow under investigation. Furthermore, methods are presented to simulate the 
stochastic behavior of the atomization process caused by an air-blast atomizer. In 
addition to the numerical methods, experimental techniques are presented that deliver 
detailed information about droplet starting conditions. 

Introduction 
High efficiency-low emission combustor development re

quires a detailed knowledge about the physical phenomena tak
ing place in evaporating, reacting fuel sprays. Numerical meth
ods give a closer insight into the mechanisms of spray propaga
tion and evaporation and therefore serve as an important tool 
for the design of gas turbine combustors. 

The Euler/Lagrangian Method for calculating two-phase 
flows in combustors has been well known for several years 
(Gosman and Ioannides, 1983), and improved by several 
authors (Kneer et al., 1993; Milojevic, 1990). Nevertheless, 
due to the enormous expenditure, only few detailed compari
sons between measurements and calculations for complex 
combustor flows are found in literature. At the Institut fur 
Thermische Strbmungsmaschinen (ITS) at Karlsruhe Univer
sity, a three-dimensional combustor flow was investigated in 
detail recently (Bauer et al., 1995; Koch et al., 1994; Jeckel 
and Wittig, 1993; Jeckel et al„ 1992; Kurreck et al., 1993). 
This research combustor was fired alternatively with gaseous 
propane or liquid diesel oil. In this paper the liquid-fueled 
case was selected as a test case for the validation of a two-
phase flow simulation code developed at the ITS. In addition 
to the comparison between measurements and calculations, 
a method is presented to achieve a fast and accurate solution 
for complex, strongly coupled two-phase flows in gas turbine 
combustors. 

Numerical Method 

Gaseous Phase. Three-dimensional turbulent flows are 
governed by the set of continuity equations, the Navier-
Stokes equations, and the two transport equations of the k-
e turbulence model (Launder and Spalding, 1974). The heat 
release is described by the "eddy-dissipation" concept 
(Magnussen and Hjertager, 1977). Therefore, two additional 
transport equations for fuel and oxidizer have to be solved. 

Temperature distribution is deduced from the enthalpy field, 
also solved from a transport equation. Density is calculated 
by an equation of state for an ideal mixture. All the transport 
equations formulated in cylindrical coordinates can be writ
ten in the following form; 

div(pc(j>) = div(IVgrad(/>) + V (1) 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-468. Associate Technical Editor: J. N. Shinn. 

r,j, is an effective diffusion coefficient and S# denotes the source 
term. 

The transport equations are discretized by the finite-vol
ume method. Therefore, the computational domain is subdi
vided into a number of control volumes. The diffusive fluxes 
and the source terms are discretized by the central-difference 
scheme. In contrast, a second-order bounded scheme called 
Monotonized Linear Upwind (MLU) is applied for the dis
cretization of the convective fluxes (Noll, 1992). This 
scheme is introduced via the well-known "deferred correc
tion" approach. Boundedness of the high-order scheme is 
essential in order to avoid negative values for the species 
concentrations. 

Pressure field is determined by the SIMPLEC pressure cor
rection algorithm on nonstaggered grids (Van Doormal and 
Raithby, 1984). Septdiagonal matrices for all transport equa
tions arise: 

aP(pp = X a«b4>ab + S+ nb = E, W, N, S, H, L ( 2 ) 

The linear systems of algebraic equations are solved by itera
tive conjugate gradient solvers (Noll and Wittig, 1991). The 
solution steps within the solver are called inner iterations. Outer 
iterations are performed in order to take into account the nonlin-
earity of the equations. 

Liquid Phase. A Lagrangian approach is used to describe 
the turbulent flow of the liquid droplet phase. From a balance 
of momentum and heat and mass transfer at the surface of 
single droplets the ordinary differential equations for position, 
velocity, diameter, and temperature are obtained. For turbulence 
modeling the eddy-life time concept is applied, where lifetime, 
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Atomizer 

Stabilizing 
Air - Jets 

Fig. 1 Research combustor configuration 

extension, and velocity of single eddies are determined from 
local values for k and e of the gas phase turbulence model 
(Gosman and Ioannides, 1983). Single droplets interact with 
these randomly produced eddies and by averaging several drop
let trajectories, the solution for the liquid phase is obtained. 
Applying this method, three-dimensional turbulent dispersion 
is calculated in the 45 deg segment grid used for the gas phase 
calculation (Fig. 1). The well-known uniform temperature 
model is used to calculate droplet evaporation. Based on the 
assumption of fast mixing inside the droplet, the transport of 
heat and mass inside the droplet is neglected. A single compo
nent fuel is used instead of the experimentally employed multi-
component diesel oil. This substitute has typical data close to 
tetradecane. In comparison to the more complex approaches of 
Kneer et al. (1993), reasonable results can be obtained from 
this model in adequate calculation time. 

Coupling of the Phases. For the prediction of coupled two-
phase flows with an Eulerian/Lagrangian approach, each of the 
phases is calculated alternatively. The phases are coupled via 
an exchange of mass, momentum, enthalpy, and turbulence. In 
this study the repercussion of the droplets on the turbulence 
field of the gaseous phase was not taken into account. 

The influence of the gaseous phase on the droplets is consid
ered by using local gas phase data when tracking single particles 
through the flow field. As far as the interaction between droplets 
and gaseous phase is concerned, the source terms calculated by 
the liquid phase part are included in the right-hand side of the 
algebraic transport equations. First of all the vapor source is 
introduced in the pressure correction equation and the transport 
equation of the fuel: 

ClpPp — 2-1 anbPnb + Sp' + Cvp 

nb 

QpYf.P = 2-1 0-nb'f.nb + Syf + CUf 

(3) 

(4) 

The loss or gain of momentum is taken into account in the 
momentum equations as: 

Atomization Air 

Liquid fuel 

Atomization Air J&+-
Fig. 2 Air-blast atomizer 

aP(j)P = X a«b<t>nb + S* + C,j, 4> = u, v, w (5) 

Finally the phases are coupled via an exchange of enthalpy: 

Ophp — 2-i U/ibhnb + Ch (6) 

With the exception of the pressure correction equation, the 
coefficients ap are corrected with the additional source term of 
the continuity equation: 

aP 
— Zj anb ~ Sj, + Cvf (7) 

Due to the strong coupling of both phases considering evapo
rating sprays and flows with heat release, the source terms have 
to be relaxed. Otherwise the strong influence of the sources and 
sinks leads to divergence of the overall process. 

The relaxation is done in the following way: 

Q, = CIA" Cjf + (1 — a,/,)- C\ \\i = vp, u, v, w, h (8) 

Cl denotes the source term of the last droplet calculation and 
Cl is the relaxed source term applied for the last prediction of 
the gaseous phase. The relaxation factor a^, is chosen between 
zero and one. While the gaseous phase is solved, the droplet 
source terms are held constant. 

Due to the completely different frames of reference, two 
separate codes for gaseous and liquid phase have been devel
oped. The data exchange between both programs is done with 
external files. In summary, the solution strategy including the 
most important steps is as follows: 

1 Calculate the gaseous phase without droplet source terms 
2 Calculate the liquid phase and the source terms 
3 Repeat step 1 including the droplet sources 
4 Repetition of steps 3 and 2 until convergence is achieved 

Boundary Conditions. Gaseous phase boundary condi
tions are obtained from detailed experimental results docu
mented in Bauer et al. (1995). For the liquid phase it is of 
essential importance, especially for the atmospheric case, to 
select suitable droplet starting conditions, since the solution of 

Nomenclature 

a = transport coefficient 
c = velocity, m/s 

C ,̂ = source term 
Dio%, D50%, 

D90% = char, diameters (vol. 
based), /rai 

"iair nozzle = atomizer air mass flow, 
kg/h 

wai, jet = jet air mass flow, kg/h 
mfue[ = fuel mass flow, kg/h 

Na =number of coupling itererations 
p = pressure, Pa 
r = radial coordinate, mm 

S# = source term 
S'$ = linearized part of S$ 
T = temperature, K 
v = radial velocity, m/s 

w = axial velocity, m/s 
Y = mass fraction 
z = axial position, mm 
a = relaxation factor 
p = density, kg/m3 

4> = transport variable 
T,f, = effective diffusion 

coefficient 
E, W, N, S,H,L = east, west, north, 

south, high, low 
/ = fuel 
h = enthalpy 

nb - neighbor 
O, N = old, new 

P = point 
vp = vapor 

78 / Vol. 120, JANUARY 1998 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Combustor operating conditions 

Secondary air (Four Jets) . 

"hin jfl 
32.3 kg/h 

Atomization air 

hui iwvle 1.2kg/h 

Liquid fuel 

'"fuel 1.0 kg/h 

the calculation is strongly influenced by these values. In order 
to come up with the random process of atomization of the 
employed type of atomizer, a Monte-Carlo simulation has to be 
applied for starting position and starting velocity. Adequate 
modeling of the atomization process is very time consuming 
and with reasonable accuracy for a technical application cur
rently not available. Therefore, it is of essential importance to 
obtain all information about droplet diameter spectrum, starting 
position, starting velocities, and temperatures from experimen
tal data. 

Results 

Experimental Setup. The research combustor under inves
tigation has a tubular design with an inner diameter of 80 mm. 
The flame is stabilized in the front part of the combustor by four 
perpendicular arranged air jets at a plane 60 mm downstream the 
combustor head as shown in Fig. 1. The total length of the 
tubular test section is more than ten times of tube diameter in 
order to avoid disturbances from downstream flow. 

The combustor casing has a modular design, allowing to put 
in window flanches, temperature or pressure probe holders or 
quartz-glass tube units, which gives the possibility to employ 
all necessary combustion diagnostic techniques. 

The air-blast atomizer shown in Fig. 2 is fixed in the center 
of the combustor head. High-velocity atomization air is used to 
desintegrate the liquid core in the center of the atomizer. The 
ring channel for the atomization air has an outer diameter of 
3.0 mm and an inner diameter of 1.0 mm; the liquid fuel supply 
has a diameter of 0.7 mm. 

Operating conditions of the combustor are listed in Table 1. 
Jets, atomizer air, and liquid fuel are measured by temperature 
and pressure-controlled rotameter. 

Starting Conditions for the Liquid Phase. Two different 
techniques are applied to obtain suitable starting conditions for 
the droplet phase calculation. In the first step visualization of 
the atomization process gives details about droplet starting con-

Fig. 3 Visualization of atomization process (frame 6 x 4.5 mm) 

- 4 - 2 0 2 4 
r[mm] 

Fig. 4 Droplet diameter distribution (z = 11 mm) 

ditions such as liquid ligament length or radial extension close 
to the atomizer. 

The two-phase flow visualization in Fig. 3 achieved by flash
light shadowgraphy clearly shows the disintegration process of 
the liquid core. This core penetrates into the gas flow up to a 
length of about 1.5 mm, until it is desintegrated by the sur
rounding high-velocity air flow. 

Since phase-Doppler particle sizing is based on the presence 
of spherical droplets, measurements can only be taken in a 
certain distance from this liquid core breakdown. Therefore, 
first, detailed measurements, which are shown in the following, 
were taken at a distance of z = 11 mm. 

The measured droplet diameter distributions in Fig. 4 clearly 
indicate typical effects observed in atmospheric sprays. The 
main core of the spray shows a uniform radial droplet size 
distribution with typical values for Dm of 20 ^m, D5a% of 32 
fim, and D90% of 50 fj,m. At the spray edges an increase of 
droplet size is observed, which is typical for atmospheric sprays, 
where large droplets leave the core flow due to their inertia and 
in difference to the smaller droplets do not follow the main gas 
flow. 

The mean axial droplet velocities for different droplet size 
classes in Fig. 5 confirm the observed behavior. In the core 
region small droplets are strongly accelerated by the gaseous 
phase, where larger droplets show a lower axial velocity due 
to their inertia. In the outer range, on the other hand, the larger 
droplets show higher axial velocities, since they are accelerated 
in the core flow, and in difference to the smaller droplets are 
not decelerated by the surrounding gas of low velocity. 

The measured droplet radial velocities in Fig. 6 show the 
radial dispersion of the spray and indicate, that especially the 
large droplets show high radial components in the outer spray 
range due to their typical bullet-like behavior. 

A very important value for the spray characterization is the 
droplet volume flux shown in Fig. 7. The figure clearly indicates 
that the main droplet volume can be observed on the atomizer 
axis. The spray cone at the measured axial position shows an 
outer radius of about 3 mm, with a strong decrease in volume 
flux to the spray edges. 

- 4 - 2 0 2 4 
r [mm] 

Fig. 5 Mean axial droplet velocity (z = 11 mm) 
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Table 2 Spray boundary conditions 
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r[mm] 

Fig. 6 Mean radial droplet velocity (z = 11 mm) 

From the results of these experimental investigations bound
ary conditions for the spray simulation can be obtained. These 
droplet starting conditions were found in an iterative process 
using the measurements at the z = 11 mm downstream location 
as reference. 

The axial starting position for the droplets is fixed by a 
constant distribution in the range of 1 to 2 mm behind the 
atomizer exit, as a result from visualization. Also as a result 
from Figs. 3 and 7 the radial starting position is obtained 
from a Gaussian normal distribution with a mean value of r 
= 0 mm and a standard deviation of rRMS = 0.5 mm. The 
diameter distribution of the spray is taken from the core mea
surements, since the main droplet volume flux is observed 
there. Spray edge effects observed in the measurements are 
not simulated explicitly, but result from calculations with the 
selected boundary conditions. Droplet starting velocities are 
obtained from a comparison and adjustment between 
measurements and calculations at the measured downstream 
position. 

Convergence Analysis. In this subsection, an analysis of 
the convergence history of the overall solution process is 
presented. The prediction of strongly coupled two-phase 
flows requires the convergence of each phase and of the cou
pling process itself. Because of the fact that no general con
vergence criteria, either for single phase or for two-phase 
flows, are known until now, the following variables are con
sidered: the changes of the droplet source terms C, and of 
the gaseous phase variables between two subsequent coupling 
iterations. For the prediction of the two-phase flow within the 
combustion chamber, 25 coupling iterations were performed. 
Each coupling iteration consisted of about 800 outer itera
tions for the gaseous phase and the tracking of 14,000 droplet 
trajectories. 

The changes of the vapor concentration source term versus 
the number of coupling iterations are presented first in order 
to demonstrate the convergence history. These values are 
very sensitive to convergence because they are additionaly 
influenced by the exchange of momentum and heat. The vapor 
concentration is determined by the trajectories of the droplets 

Diameter distribution Di(,%=20um, 
D5o%=32um, 
D9o%=50um 

Axial starting velocity w = 10 m/s ± 0.5 m/s 
Radial starting velocity v = 0 m/s ± 0.5 m/s 
Axial starling position z= 1.5 mm ±0.5 mm 
Radial starting position r = 0 mm ± 0.5 mm 

driven by the velocity and the turbulence field of the gaseous 
phase. Furthermore, vapor concentration is influenced by the 
temperature field. In Fig. 8 the normalized changes versus 
the number of coupling iterations are shown. 

For the first coupling iteration a strong overshoot can be 
found. This is caused by the evaporation of the droplets in the 
vicinity of the atomizer for the first two coupling iterations. 
Because of fuel-rich conditions, no combustion takes place, 
and therefore the droplets erroneously grow due to condensa
tion of the gaseous fuel. This condensation process leads to 
large negative vapor source terms within the third coupling 
iteration. After 15 coupling iterations, the changes of the 
vapour source terms remain constant at a level of approxi
mately 6 X 10 3. 

Figure 10 shows the gaseous phase temperature T and the 
axial velocity w versus the number of coupling iterations at 
two significant positions within the chamber. First position 
PI (z = 0.02; r = 0.02) is located in the main reaction zone 
and the second position P2 (z = 0.5; r = 0.02) is chosen at 
the combustor exit. Both variables reach their final level for 
both locations after ten coupling iterations and show only 
small deviations after 25 coupling iterations. 

Finally, the relative changes of the temperature between 
the 24th and the 25 th coupling iteration in the plane ip = 0 
deg are displayed in Fig. 9. In most parts of the plane the 
changes are smaller than 5 percent. Only in the vicinity of 
the atomizer values of 10 percent can be found. In this region 
the spray is very dense. Therefore, large gradients in the 
source term distributions occur. These gradients are slightly 
shifted in space from one coupling iteration to another due 
to the statistical way of predicting the liquid phase. This leads 
to the relatively large changes of the temperature. 

The results of the convergence analysis clearly indicate 
that the solution can be considered to be convergent with an 
engineering accuracy. Except for the region near the atomizer 
the changes of the variables between two subsequent cou
pling iterations are comparatively small. Therefore, it can be 
concluded that 25 coupling iterations are sufficient for that 
test case. 

Comparison of Numerical and Experimental Data. In 
the region near the jet entry the flow is strongly three-dimen
sional. In contrast to this, upstream and downstream of this 

? 10' 
O 

0 5 10 15 20 25 30 

Fig. 7 Particle volume flux (z = 11 mm) Fig. 8 Normalized changes of vapor source terms 
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0,04 

Fig. 9 Relative changes of temperature (ip = 0 deg) 

plane, the flow structure does not strongly depend on the cir
cumferential position. This is due to the large amount of turbu
lence produced. Therefore, the results are shown and compared 
in the plane ip = 0 deg. 

The velocity distribution predicted is shown in Pig. 11. In 
radial direction every second velocity vector is skipped. The 
jets subdivide the flow in the chamber into two parts: the main 
reaction zone where the flame is stabilized and the region down
stream of the jet entry. In the stabilization region a toroidal 
recirculation zone is established. Because of high velocity the 
air flow of the atomizer influences the flow to the axial position 
where the jets enter the chamber. The axial velocity decay of 
the air fuel mixture along the axis of the combustor in the region 
between the atomizer and the jet entry is in good qualitative 
agreement with the theoretical data given by Abramovich 
(1964). At an axial position two diameters downstream of the 
jet inlet the flow becomes uniform and parabolic. As it can be 
seen from the temperature distribution (cf. Fig. 12) the highest 
values of about 2200 K are located within the toroidal recircula
tion zone near the jets. Hot combustion air as well as liquid 
fuel is transported downstream of the jets and therefore a second 
maximum of the temperature field is established there. 

In the vicinity of the atomizer at the boundary of the liquid 
fuel spray, high temperatures occur due to stoichiometric 
conditions. 

In contrast to this, the core of the spray is relatively cold. 
The temperature decreases because of the evaporation of the 
droplets. Similar to the velocity field, the temperature distribu
tion is equalized at an axial position two diameters downstream 
of the jet entry. 

The droplet trajectory plots in Fig. 13 clearly show the effect 
of droplet size on the spray propagation and evaporation behav
ior. The left diagram shows trajectories from droplets with a 
starting diameter of D = 30 //m. These droplets evaporate or 
are radially deflected, before they reach the jet stabilization 
plane. The larger droplets in the right diagram (D = 50 yum) 
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Fig. 10 Temperature T and axial velocity w versus number of coupling 
iterations 

show a different behavior. They follow similar trajectories up
stream of the jet plane, but then penetrate the plane due to their 
inertia and evaporate in the downstream region. 

It is obvious that droplets smaller than D = 30 /um, which 
hold the main fuel volume, evaporate in the primary zone and 
therefore reaction upstream of the jet plane is achieved. Consid
ering larger diameters, a penetration of droplets into the second
ary zone is observed. Therefore, a high amount of gaseous fuel 
evaporated from these droplets will not enter the main reaction 
zone and elevated emissions of carbon monoxide and unburned 
hydrocarbones have to be expected. Since the cumulative vol
ume of the few droplets penetrating the stabilazation plane is 
low in the case investigated here, they do not significantly in
fluence the overall reaction. However, the increase of CO and 
UHC has been detected in the measurements of Bauer et al. 
(1995). 

Circumferential and axial components of the velocity were 
measured by the laser-Doppler technique. Prediction and 
measurement showed that the circumferential velocities are 
small in most parts of the chamber. The assumption of sym
metric boundary conditions in circumferential direction of 
the chamber was confirmed. Therefore, only a sector of 45 
deg was discretized and the number of grid points could be 
reduced. (25 X 14 X 59 grid points: r, <p, z) This is important 
especially for the prediction of two-phase flows, requiring a 
large amount of computing time due to the iterative coupling 
procedure. Velocity and temperature profiles at different lo
cations are given in Figs. 15 and 14. In general good agree
ment could be accomplished. Especially the shapes of the 
velocity profiles within the main reaction zone (z = 22 mm) 
are very similar. This indicates that the complex structure of 
the flow in this part of the chamber has been predicted well. 
High turbulence intensities in the downstream region of the 
chamber lead to a flattening of the measured profiles. The 
predicted velocities are too large at the center and too small 
at the wall indicating that the strong exchange of momentum 
has not been predicted well enough. 

Temperatures could not be measured in the main reaction 
zone (z = 22 mm), due to the large amount of liquid fuel. 
Therefore, a comparison of measured and predicted tempera
tures is given downstream of the jet inlet. As for the velocity 
profiles, the predicted temperatures are in qualitative agree
ment with the measurements. In general the predicted temper
atures are higher compared to the measurements. One reason 
for this may be radiative losses of the temperature probe, 
especially in the main reaction zone. Another reason is the 
assumption of complete reaction in the underlying model for 
the heat release. 

Conclusion 

Numerical calculations of the reacting two-phase flow in a 
research combustor were presented. The coupling methods pro-
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Fig. 11 Velocity vectors (<p = 0 deg) 
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Fig. 12 Temperature contours {<p = 0 deg) 
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Fig. 13 Droplet trajectories (left side: D = 30 /urn, right side: D = 50 pm) 
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Fig. 14 Temperature profiles (<p = 0 deg; -calculation; • measurement) 

posed indicate a possibility to get a fast and accurate solution 
for this complex and strongly coupled flow. 

The comparison between measurements and calculations 
shows a good agreement especially for the velocity field. 
The measured temperature field was not reproduced with a 
similar accuracy due to several reasons in the experimental 
as well as in the modeling part. On the experimental side, 
recently performed CARS measurements should give a bet
ter representation of the actual temperatur field, since ex
isting measurements come from thermocouple probes. On 

the modeling side, more detailed evaporation models as well 
as improved models for the chemical reaction should give 
better results. 

However, with the suggested methods for coupling the 
two phases the Euler/Lagrangian method is a suitable tool 
to calculate two-phase combustor flows. The position of the 
main reaction zone in the research combustor was localized 
by the calculations, velocity fields were well reproduced 
and it was possible to analyze important phenomena within 
the evaporating spray. 
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Control System for a 373 kW, 
Intercooled, Two-Spool Gas 
Turbine Engine Powering a 
Hybrid Electric World Sports Car 
Class Vehicle 
SatCon Technology Corporation has completed design, fabrication, and the first 
round of test of a 373 kW (500 hp), two-spool, intercooled gas turbine engine with 
integral induction type alternators. This turbine alternator is the prime mover for 
a World Sports Car class hybrid electric vehicle under development by Chrysler 
Corporation. The complete hybrid electric vehicle propulsion system features the 373 
kW (500 hp) turbine alternator unit, a 373 kW (500 hp) 3.25 kW-h (4.36 hp-h) 
flywheel, a 559 kW (750 hp) traction motor, and the propulsion system control 
system. This paper presents and discusses the major attributes of the control system 
associated with the turbine alternator unit. Also discussed is the role and operational 
requirements of the turbine alternator unit as part of the complete hybrid electric 
vehicle propulsion system. 

Introduction 

SatCon is currently testing a 373 kW (500 hp), twin-spool, 
intercooled gas turbine alternator for the Chrysler hybrid electric 
World Sports Car class race car "Patriot." Each spool of the 
Patriot power plant consists of an integrated compressor, tur
bine, and three-phase induction motor/generator with 186 kW 
(250 hp) electric power output capability. As shown in Figs. 1 
and 2, an intercooler is used between the compressor stages, 
and the engine combustor is located between the high-speed, 
high-pressure compressor and turbine. The turbine alternator 
supplies electric power to both a 373 kW (500 hp) mechanical 
battery (i.e., flywheel) and a 559 kW (750 hp) rated traction 
motor. 

Propulsion System Architecture 

The 373 kW (500 hp) turbine alternator, 373 kW (500 hp) 
flywheel, 559 kW (750 hp) rated traction motor, and a 9000 
/JF capacitor bank are electrically coupled via an 800 VDC 
power bus, as shown in Fig. 3. Power may flow electrically 
to/from any propulsion system component to/from any other 
component. Power flows are controlled by a microprocessor-
based controller operating on an IGBT-based power electronics 
architecture. 

The capacitor bank is present to reject the highest frequency 
bus voltage disturbances. The controller associated with the 
flywheel permanent magnet motor is designed to yield the next 
highest bandwidth power flow capability in the entire system. 
The flywheel controller acts as a bus voltage regulator, in the 
presence of disturbances introduced to the bus voltage by the 
traction motor drawing power during vehicle accelerations and 
generating power during regenerative vehicle braking. The tur
bine alternator unit (TAU) consumes power during starting and 
during closed-loop rotor speed control at or near idle. The TAU 

Contributed by the International Gas Turbine Institute and presented at Turbo 
Asia '96, Jakarta, Indonesia, November 5-7, 1996. Manuscript received at ASME 
Headquarters July 1996. Paper No. 96-TA-38. Associate Technical Editor: 
J. W. Shinn. 

provides the longer time scale averaged power flow from the 
propulsion system to the vehicle final drive. 

The flywheel provides the higher bandwidth output power 
response capability of the system, while the power-dense turbine 
alternator provides a low-bandwidth, high-efficiency power 
flow response characteristic. The turbine alternator is essentially 
charged with appropriately maintaining the flywheel state-of-
charge. Detailed analysis shows that good power management 
is consistent with maintaining the total kinetic energy associated 
with the vehicle at a relatively constant level. The flywheel 
state-of-charge should be high when the vehicle is stationary 
or traveling at low speed. The flywheel state-of-charge should 
be low when the vehicle is traveling at high speed, thus accom
modating a large inflow of power to the flywheel during a large-
scale regenerative braking maneuvre. 

A detailed model of propulsion system power flows over a 
typical vehicle lap profile at LeMans, France, yields a rational 
estimate of required turbine alternator performance for good 
overall propulsion system performance. Turbine alternator 
power output demand for this model simulation is shown in 
Fig. 4. The system design accordingly calls for the turbine 
alternator to be capable of modulating electrical output power 
in the range of 224-373 kW (300-500 hp) with a power flow 
slew rate capability of ±37 kW/s (±50 hp/s). 

The Turbine Alternator 
The 373 kW (500 hp) Patriot TAU consists of a high-speed 

(100,000 rpm) and a low-speed (60,000 rpm) spool. The nomi
nal pressure ratios are 4.6 and 3.1 for the low-speed and high
speed compressors, respectively. The intercooler cools 1.45 kg/ 
s (3.2 lbm/s) of air from 205°C (400°F) to 94°C (200°F), 
rejecting 0.145 W (153 Btu/s) of heat. The cooling water flow 
rate is 2.27 kg/s (5 lbm/s), with inlet and outlet temperatures 
of 68°C (154°F) and 85°C (185°F), respectively. 

The Patriot TAU operates on an open Brayton cycle, with 
no recuperator or regenerator. The inlet temperature to the high-
pressure turbine is 1038CC (1900°F), the crossover point is 
at 760°C (1400°F), and the low-pressure exhaust is at 477°C 
(890°F). Both spools have the same physical arrangement, as 
shown in Figs. 1 and 2. 
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Fig. 1 Twin-spool 373 kW "Patriot" turbine alternator (two views) 

The alternator is centered between fluid film flexure pad bear
ings, with the compressor overhanging on one end of the shaft 
and the turbine on the other. Both rotor systems operate super-
critically with the low-pressure spool operating between the 
first and second criticals and the high-speed spool operating 
between the third and fourth criticals. 

Both radial bearings and the thrust bearing, located at the 
compressor end, are water lubricated. The water also serves as 
a coolant for the bearings as well as for the alternators. The 
alternator stator is cooled by an outer water jacket, while the 
rotor includes a proprietary internal cooling system developed 
for use with high-speed, high-power density alternators. 

The race car application requires a design that maximizes 
power density and minimizes overall weight. Table 1 lists the 
materials used for the main engine components. The high-speed 
alternator rotor and turbine diameters are 0.0635 m (2.5 in.) 
and 0.112 m (4.4 in.), respectively, while the corresponding 
low-speed dimensions are 0.109 m (4.3 in.) and 0.185 m 
(7.3 in.). 

The high-pressure turbine design features uncooled rotor 
blades consistent with transitioning the developed technology 
to low-cost, high-volume manufacturing of commercial automo
tive components. 

The Patriot engine is designed to burn natural gas (lower 
heating value of 4.742 X 106 J/kg (20,400 Btu/lbm)), which 
is stored as a cryogenic liquid and vaporized in a separate 
unit prior to entering the combustor. The nominal design point 
specific fuel consumption is 0.27 kg/(kW-h) (0.45 lbra/(hp-
h)). No change to the turbine alternator, other than the combus-

«V ISIA / \ i«oo°F 

"" [ COMBUSTOR , 

200 F 
63.1 PSIA 

C, Low-speed compressor 
T : Low-speed turbine 
G, Alternator running off low-speed turbine 
C2 High-speed compressor 
T2 High-speed turbine 
G2 Alternator running off high-speed turbine 

Fig. 2 Cycle diagram for the Patriot turbine alternator 

tor, would be required to operate with a different fuel. The 
turbine alternator unit is fueled by methane for the development 
phase of the program. This choice of fuel type facilitates pur
chase of small quantities of fuel and also yields a tighter toler
ance on fuel heating value, which is important for performance 
measurement. 

The Power Electronics 

The power electronics associated with the turbine alternator 
induction type alternators consists of a three-phase inverter with 
a sine wave pulse width modulated (PWM) drive. The high
speed induction motor is one-pole, while the low-speed alterna
tor is two-pole. 

The power electronics has an associated microprocessor 
based controller. The controller combined with the power elec
tronics effects a closed-loop speed control for each of the TAU 
spools. The control loop effectively modulates alternator slip 
to achieve a target speed reference. Implementation of this slip 
control algorithm is shown schematically in Fig. 5. 

The power electronics commutes excitation of the alternator 
stator phases relative to a measured rotor position to achieve a 
desired stator to rotor slip: 

® \ /stator /rotor/'/stator 

The resultant electrical torque associated with the machine is 
governed by a characteristic electrical torque versus slip charac
teristic for a given induction machine hardware design. The 
characteristics for the Patriot TAU low-speed and high-speed 
alternator designs are shown in Figs. 6 and 7. Strictly speaking, 
the machine slip characteristic is valid for a given level of rotor 
magnetic flux. Closed-loop control of the rotor flux is difficult 
to implement in practice; instrumentation of the machine for 
accurate measurement of rotor flux while minimizing rotor air 
gap is not a realistic proposition. Alternatively, one may control 
rotor flux open loop by maintaining constant application of the 
ratio of stator phase voltage to stator frequency, 

^ = Mutator' /stator 

For improved control of rotor flux, the stator IR loss may be 
modeled for biasing the applied stator voltage. 

The slip controller power electronics operates using a 16 kHz 
PWM frequency. The PWM frequency is synchronized with the 
inverter switching for improved attenuation of subharmonics 
and low-order harmonics, specifically the 3rd, 5th, and 11th 
harmonics. The speed control loop is closed in software with a 
minor frame frequency of 4 kHz. The software runs on a Texas 
Instruments C40 50 MHz DSP. The interface between the PWM 
and the encoder is implemented using a field programmable 
gate array (FPGA). 

The speed control loop design is optimized for high-fre
quency (high rotor speed) operation. Furthermore, implementa
tion requires relatively low resolution on rotor position; the low-
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Fig. 3 Patriot vehicle propulsion system power flow architecture 

speed and high-speed modules use two tachometer type sensors 
operating in quadrature for a net resolution of 3.75 and 7.5 deg, 
respectively. 

The rotor speed control loop operates closed loop with a time 
constant of 

r = 0.150 s 

The Fuel System 
The turbine alternator burns gaseous methane (CH4) deliv

ered to the combustor at 66°C (150°F) and a static pressure that 
matches the high-pressure compressor discharge pressure. The 
fuel for the Patriot race car is stored cryogenically at -162°C 
(—260°F). A three-stage G-rotor type pump is submerged in 
the liquid phase methane and supplies liquid methane to a va-
porizor as a function of pump speed. 

The vaporizor is constructed essentially as a helical coil pass
ing methane through the inner diameter of the coil while com
paratively hot water (Tin = 70°C (158°F)) flows in a cross-
counterflow arrangement. The heat transfer from the water to 
the methane proceeds according to a convection-conduction-
convection type network with the controlling heat transfer sur
face being the inner methane surface. The methane proceeds 
into the vaporizor as a liquid until the boundary layer tempera
ture approaches the saturation temperature for methane at the 
local fuel system pressure. Heat transfer in this section of the 
vaporizor is much higher than in the entrance region due to the 
two phase boiling flow regime, as suggested by Fig. 8. Note 
that Fig. 8 is presented for water and suggests the relevant effect 
of two-phased boiling for methane in the gas turbine fuel system 
vaporizer. Once the methane changes state from liquid to gas, 
the gas is then superheated in the remainder of the vaporizor 
section. The vaporizor is significantly oversized relative to the 
surface area, or length required to vaporize the liquid. Accord
ingly, there is little chance of liquid phase methane passing 
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through the fuel system during rough road racing conditions. 
Also, the oversized design ensures that the methane gas leaves 
the vaporizor essentially at the water side bulk temperature, 
69°C (156°F), which is desirable for stable combustion. 

The gaseous methane is delivered to an ASME elliptic type 
metering nozzle. The temperature, Tx, and pressure, Pi, of the 
gas upstream of the nozzle, and the pressure, P2, downstream 
of the nozzle is measured in real time. These data and the nozzle 
geometry are used to compute the mass flow to the engine in 
real time according to the compressible gas flow equation: 

M = 8.02C„A(sqrt((/yiW1)((*/(* - 1))((F2/P,)2 /* 

- (P2/P1)<*+1"*)))/(sqrt(l - ( A a / A , ) 2 ^ / ^ ) 2 " ) ) ) 

where A is the nozzle throat area (in.2), R is the gas constant 
for methane, pressures are measured in lb f/in

2, temperature is 
measured in R, and the flow coefficient C„ < 1 represents the 
boundary layer and vena contracta effects on the flow field in 
the region of the nozzle throat. 

The mass flow to the engine is nominally controlled by modu
lating pump speed. A high-order model of the heat transfer and 
fluid flow associated with the fuel system from the cryogenic 
storage system to the combustion zone was created to, among 
other things, select a suitable set of controller gains for closed-
loop control. A simulation result for a large scale change in 
fuel flow is shown in Fig. 9. 

Detailed component level testing of the vaporizer and the 
vaporizer/pump subsystem is now under way to validate the 
modeling and component level designs. 

The turbine alternator is currently being tested using the 
described speed control loops and a fuel system consisting of 
the nominal race car fuel metering hardware and an array of 
high-pressure bottled methane throttled down to 24.1 bar (350 
lb f / in

2) . The 24.1 bar methane is buffered into a 0.757 m3 

(200 U.S. gal) holding tank. Mass flow from the holding tank 
through the fuel metering hardware is controlled by modulat
ing the position of a throttling valve directly upstream of the 
ASME metering nozzle. The nozzle is close-coupled to the 
combustor. 

The modified control system is being used to extensively 
test the turbine alternator for endurance characteristics. Upon 

Table 1 Main "Patriot" engine component materials 

Fig. 4 Turbine alternator power output demand for typical LeMans lap 
profile 

Turbine 
Turbine Shroud 
Compressor 
Compressor Shroud 
Rotor 
Rotor Housing 
Intercooler Housing 

High-Speed 
Inconel 100 
Inconel 100 
Titanium 
303 Stainless 
AerMet 100 
Carbon Composite 
304 Stainless 

Low-Speed 
Inconel 100 
Inconel 718 
Titanium 
304 Stainless 
AerMet 100 
Carbon Composite 
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Fig. 7 High-speed alternator torque versus slip 

Top Level Control System Architecture 
The vehicle implements a distributed hierarchical control sys

tem design, as shown in Fig. 10. Three subsystems are directly 
relevant to control of the TAU: the vehicle management com
puter (VMC), the power electronics controller (PC), and the 
TAU fuel system controller (TAUC). The VMC generates soft
ware commands based on driver control inputs such as throttle 
and brake position. The PC receives commands from the vehicle 
management computer via an optical serial data link. The power 
electronics controller and the TAU controller are linked simi
larly by an optical serial data link. Commands from the VMC 
to effect changes in the TAU power setting are relayed by the 
power electronics controller. 

1000 10,000 

Fig. 8 Heat flux from an electrically heated platinum wire, from Farber 
and Scorah [1] 

completion of turbine alternator testing, the TAU will be 
shipped to Chrysler for integration into stationary testing of 
the full-up propulsion system using the cryogenic fuel system. 

Turbine Alternator Control Modes 
The turbine alternator is nominally controlled by modulating 

fuel flow, low-pressure spool alternator torque, and high-pres
sure spool alternator torque. The primary control mode is imple
mented to achieve a requested engine power level by slewing 
the fuel flow servo loop reference in the desired direction. A 

Driver Inputs 
(throttle, brake, steering.etc.) 

VMC 

Sensor Feedbacks, 
control mode indicators 
fault flags, etc. 

Spool Speed References, 
Sensor Feedbacks, 
control mode indicators 
fault flags, etc. 

PC 

TAUC 

Propulsion System Command Inputs 
(Traction motor torque, etc.) 

TAU Command Inputs 
(Power) 

Fig. 10 Top level control system architecture 
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slew rate limit is applied in software to the fuel flow servo loop 
reference according to the turbine alternator power slew rate 
specification identified above. Actual or sensed fuel flow is used 
to compute Lp and Hp spool speed references. These references 
are passed to the high bandwidth slip type induction alternator 
speed controllers. Slip is modulated to achieve the desired speed 
references. The alternator speed control loops are closed at a 
significantly higher bandwidth than the fuel flow servo loop. 
Accordingly, the speed loops are able to follow the speed refer
ences accurately during the relatively slower fuel flow tran
sients. 

A consequence of the primary control mode is that the TAU 
is constantly operating on a predefined steady-state map of fuel 
flow, Lp spool speed, and Hp spool speed. The map is specified 
in the TAU controller software in terms of corrected parameters. 
The corrected parameters are unwrapped according to engine 
inlet conditions and Hp compressor inlet temperature to yield 
real-time specification of physical speed references used by the 
alternator speed control loops. Since power transients are slow, 
thermal energy storage or "heat soak" has a negligible effect 
on the engine thermodynamic cycle operating point. 

In addition to this primary control mode, the TAUC se
quences actuation of a fuel shutoff valve and a combustor ignitor 
to achieve a TAU start and nominal shutdown. The TAUC also 
continuously monitors the engine sensor set and invokes a rapid 
emergency shutdown if a critical engine parameter measurement 
such as a spool speed or high-pressure turbine inlet temperature 
goes out of limits. 

Conclusions 
The system level design for the Patriot race car propulsion 

system requires low bandwidth power modulation from the tur

bine alternator. High-bandwidth rotor speed control loops are 
achievable using the integral induction alternators and associ
ated power electronics. Consequently, the fuel flow servo loop 
associated with the cryogenic fuel system is designed as a sin
gle-input single-output loop with a break frequency to meet 
the overall power flow bandwidth requirement. Setting high 
bandwidths for the speed loops avoids the need for a complex, 
multi-variable control system design; the system dynamic de
sign may be achieved using multiple SISO loops with ample 
bandwidth separation for effective dynamic decoupling. Local 
to the TAU, the fuel flow and spool speed servo loops have 
characteristic time constants of 

^"fuel flow 3.0 s 

'spool speed U. 1 J S 

yielding greater than a decade of bandwidth separation. 
Active control of both the low-pressure and the high-pressure 

spool speeds enables precise coordination of the compressor 
operating points. Compressor variable geometry is not required 
to rematch the compressor during fast accels or decels, since 
there is a negligible speed-speed mismatch. 

Testing of the TAU and other Patriot propulsion components 
continues. Data characterizing measured performance of the 
TAU and the TAU control system are currently under review 
and will be shared with the engineering community in future 
technical papers on the subject. 
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Dynamic Stability of a Water 
Brake Dynamometer 
A lumped parameter model to predict the high frequency pressure oscillations ob
served in a water brake dynamometer is presented. It explains how the measured 
low frequency variations of the torque are a consequence of the variation in amplitude 
of the high frequency flow oscillations. Based on this model, geometrical modifications 
were defined, aiming to suppress the oscillations while maintaining mechanical integ
rity of the device. An experimental verification demonstrated the validity of the model 
and showed a very stable operation of the modified dynamometer even at very low 
torque. 

The Water Brake Dynamometer 

Vaned rotor and perforated disk hydraulic dynamometers can 
be very compact because they dissipate energy by intensive 
agitation and high turbulence of the fluid. However, they suffer 
from cavitation erosion at high rpm, which can result in a com
plete destruction of the power element in a few hundred hours. 
The need for reliable high-speed water brake dynamometers for 
modern gas turbine testing has therefore resulted in smooth disk 
dynamometers, in which the drag is created by viscous shear 
on smooth surfaces. The lower drag per disk is compensated 
by an increase of the number and size of the disks and, as 
smooth disks are not susceptible to cavitation, by an increase 
of the peripheral speed. They are available for power up to 180 
MW and speeds over 30,000 rpm (Deblon, 1978). 

The smooth disk dynamometer consists of a number of ta
pered disks, rotating in a cavity, partially filled with water. The 
water enters the cavity at the root radius and accelerates by 
friction on the rotor wall to the rotor peripheral velocity by 
which it is centrifuged outward (Fig. 1) (Chew and Vaughan, 
1988; Kurokawa and Sakuma, 1988; Karaskiewicz, 1995). 

The fluid on the stator wall has a zero peripheral velocity 
and is pushed inward by the radial pressure gradient resulting 
from the average peripheral velocity in the cavity. This results 
in a ring of water near the outer radius of the cavity in which 
a swirling flow absorbs kinetic energy on the rotor side and 
dissipates it on the stator. The dissipated mechanical energy is 
converted into heat by fluid friction and removed with the water 
leaving the chamber at the outer radius. 

The torque resulting from friction on the rotor counteracts 
the rotor rotation like a brake. The same torque, but of opposite 
sign, acts on the stator wall where it can be measured by a load 
cell if the stator is mounted in a pendulum fashion. 

A cross-sectional view on the smooth disk water brake dyna
mometer, on which the actual study has been performed, is 
shown in Fig. 2. It contains six disks and is designed for maxi
mum 16,000 hp, 11,500 Nm torque, and a maximum of 11,000 
rpm. The different cavities are connected by channels to an 
outlet plenum with a single control valve. A perspective view 
on only two disks is shown in Fig. 3. A schematic view on two 
disks and the connecting channel is shown in Fig. 4. Symbols 
defining the dimensions of a cavity and disk are explained in 
Fig. 5. 

The steady torque resulting from the friction on the disks is 
calculated by integrating the shear forces on each disk surface 
(Daily and Nece, 1960) 
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CR2 
2nR2rwdR 

where TW can be approximated by 

= Cfp u2 

8TT 
C,„pil2R2 

Since the density of the air is three orders of magnitude smaller 
than that of water, one can neglect its influence and limit the 
calculation to the area between Rt and R2, occupied by the water 
(Fig. 5) . 

Integration results in 

T0 = ̂  Pn\R5
2 - Rl) 

and the power absorbed by the two sides of Z disks is 

(1) 

E = IZTja = — ZpQ,\R\ - Rs,) (2) 

The momentum coefficient Cm depends on the type of flow 
between the disk and the stator wall (laminar or turbulent, fully 
developed viscous flow, or two separate boundary layers), 
which in turn depends on the Reynolds number, roughness, and 
distance between rotor and stator wall (Daily and Nece, 1960; 
Nece and Daily, 1960). 

The amount of water required to evacuate the heat resulting 
from friction is controlled by an outlet valve. The energy dissi
pation depends on Rt and is adjusted by changing the amount 
of water Q inside the cavity by means of the inlet valve. 

The variation of the torque with rotor speed is shown by the 
curves Ta in Fig. 6 for different values of /?,. A typical variation 
of the turbine torque with speed is shown by curve Tu and the 
operating points are defined by the intersection of the T0 and 
r„ curves. Stability analysis shows that stable operation is as
sured if the Ta curves have a larger slope than the Tu ones, 
which is the case for a dynamometer-turbine combination. 
Smooth disk dynamometers are therefore well suited to control 
turbines. 

Steady operation can be perturbed if the amount of water in 
the cavities changes under the influence of the external condi
tions, such as variation of the water supply pressure, control 
valve oscillations, or load variations. These variations can be 
remediated or at least reduced by a closed-loop control system, 
adjusting the control valve position to compensate for the 
changing external conditions. 

However, an unstable operation has been observed at constant 
inlet pressure and fixed valve positions, as illustrated by the 
experimental data shown in Fig. 7. These results are obtained 
on the dynamometer shown in Fig. 2 at 6000 rpm and low load. 
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Fig. 1 Flow in a cavity with rotating disk 

The torque and the water pressure, upstream of the control 
valve, show high-frequency oscillations (at «10 Hz) and low-
frequency variations of the average value (at «0.3 Hz). The 
rpm measurements show only low-frequency variations with a 
90 deg phase delay when compared with the torque measure
ments. The rpm increases as long as the dynamometer torque 
values are below average, and decreases when the torque is 
above average. This indicates that the variations of rpm are due 
to a change in load and not a consequence of a variation in 
turbine torque. An increase of torque due to the driving turbine 
would result in an increase in rpm. 

In order to verify that the unsteadiness results from the insta
bilities inside the torquemeter and not from the turbine, the 
same measurements have been repeated on a test stand where 
the torquemeter was driven by an electric motor. Results indi
cated the same type of large-amplitude oscillations of torque 
and pressure. 

Experimental results at different load conditions show that 
the amplitude of these instabilities increases with decreasing 
quantity of water in the brake (lower torque operating condi
tions). This nonnegligible variation of the torque and rpm is 
undesirable as it prevents a stable operation of the driving tur
bine. 

This paper first presents a lumped parameter model that pre
dicts the high-frequency pressure oscillations and explains how 
the low-frequency variations of the torque are a consequence 

Outlet valve 

0 .1 .2 .3 .4 5 m 

Fig. 2 Cross section of the smooth disk dynamometer used in the pres
ent study 

of the variation in amplitude of the high-frequency oscillations. 
The paper continues with a description of the geometric modifi
cations that have been made to suppress the oscillations and 
the results of the experimental verifications. 

Unsteady Flow Model 
This model describes a periodic variation of the water flow 

inside the brake at constant external conditions and valve posi
tions. The flow is split into a steady flow through each cavity, 
required to evacuate the heat, and, superimposed on it, a cyclic 
movement of the fluid from one cavity to another through the 
connecting channels (Figs. 3 and 4). The instabilities resulting 
from the latter one can not be remediated by any external control 

N o m e n c l a t u r e 

a = acceleration 
A = cross-sectional area 
b = fence or cavity width 
C = cross-sectional contour length 

Cf = friction coefficient 
CF = approximated friction coefficient, 

m/s 
Cm = momentum coefficient = (4TT/5)C/ 
6DH = equivalent hydraulic diameter 
E = power 
/ = friction force per unit mass 
K = velocity coefficient 
/ = length along a streamline 

£ = equivalent length 

P = pressure 
Q = quantity of water in a cavity 
R = radius 
t = time 

T0 = dynamometer torque 
T„ = torque of driving device 
U = peripheral velocity 
V = velocity 
Z = number of disks 
A = amplitude of time-varying differ

ence 
A' = instantaneous difference 

p = density of water 
r = time delay between volume in

crease and pressure rise 

TW = wall shear force 
ft = disk rotational speed 

Subscripts 
1,2, . . = position in dynamometer 

(Figs. 3 and 4) 
i = water ring inner radius (Fig. 5) 

R = radial component 
U = tangential component 

Superscripts 
= time or mass-averaged value 
= time and mass-averaged value 
= vector 
= time-varying quantity 
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Fig. 3 Perspective view on two disks of the dynamometer and definition 
of positions 

Fig. 5 Definition of water ring in the dynamometer and notations of 
overall dimensions used in the calculation 

system. It is assumed that both steady and unsteady flows can 
be studied separately, and we will concentrate here on the oscil
lating motion that is at the origin of the unsteady operation. 

Unsteady Flow Equations. The acceleration of the fluid 
in the channels, connecting the cavities (L) and (R), is a func
tion of the pressure gradient, friction, and gravity forces. It is 
defined by: 

VP 
+ f - V(£Z) (3) 

Replacing the acceleration by the total derivative of the fluid 
velocity V: 

DV di+v-vv 
dt 

(4) 

and neglecting the gravity forces, the integration of the terms 

© 
- X J Outlet valve 

along a streamline between the (L) and the (R) cavity results 
in: 

jrs-'-r f ' d l 
P + 2 

(5) 

This equation expresses the acceleration of the fluid (left-hand 
side), contained in the connecting channels, under the influence 
of friction in the channel and the difference in total pressure 
between the two cavities (right-hand side). The integrals have 
to be made along a streamline starting at the outlet fence (2) 
of one cavity going through the connecting channels to the 
outlet fence of the other cavity. 

Integration of the first term is possible by taking into account 
the change in cross section of the connecting channel (Fig. 4) . 
Assuming a uniform velocity in each cross section, the local 
velocity can be defined from continuity: 

V = 
A2VR 

(6) 

Fig. 4 Schematic presentation of dynamometer geometry with two Fig. 6 Variation of torque in function of rotor speed of the turbine (T„) 
disks and definition of positions and dynamometer (T„) 
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t(sec) 

Fig. 7 Measured variation of inlet and outlet pressure, torque, and rpm 
during unsteady operation of the dynamometer 

The left-hand side of Eq. (5) can then be written as follows: 

dVR2 

JL dt dt JL 
^dl = ^ £ 

L A dt 
(7) 

where £ is the equivalent length of the connecting channel. Its 
value is denned by Eq. (7) and calculated in the appendix. 

The second term of Eq. (5) accounts for energy dissipation 
at sudden enlargements of the connecting channel and by fric
tion on the walls. Its main effect is a damping of the oscillation 
amplitude by a force opposite to the fluid motion. It can be 
approximated by: 

J> - J : dl = -
CfVV 

Cdl 

where Cf is a friction coefficient, depending on Reynolds num
ber and roughness, and C is the contour length of the cross 
section, so that Cdl is the surface on which the friction takes 
place. 

In order to simplify the equations, without compromising the 
generality of the model, we introduce the following linearized 
expression 

pR pR 

!J-dU-L CF - V- dl 
L A 

After substitution of the hydraulic diameter 

C 

and taking into account continuity, Eq. (6), one obtains: 

1' f-dl = -4CFVR2 — 
"I)H 

(8) 

where i)H is an equivalent hydraulic diameter defined by: 

-'Fit-* 
oH JL ADH 

£_ 

•OH 

The third term of Eq. (5) expresses the instantaneous total 
pressure difference between the cavities (L) and (R). Neglect
ing the velocity difference that may exist in the two cavities, 
this term reduces to the difference in pressure rise in each cavity. 

radial pressure gradient due to the centrifugal forces resulting 
from the mass-averaged peripheral velocity in the cavity: 

dP VI 
dR P R 

(9) 

Representing the average peripheral velocity Yv as a fraction 
of the rotor peripheral velocity as done by Due (1966) —Vv = 
KftR—and integrating the corresponding pressure gradient over 
the radial extend of the water ring, results in a pressure at the 
outlet of the cavity defined by: 

K2n2(R2
2 *?) (10) P 2 ~P,= P 

A 

The amount of water in the cavity 

Q = nb,(R2
2~ R2) 

allows the following simple expression for the pressure rise in 
each cavity: 

P,=P 
K2n2Q 

2-Kb: 
( I D 

As the cavities have a drain to the atmosphere, one can assume 
Pi - Pam, and the pressure difference between the cavity (L) 
and (R) is given by: 

2(L) 2(«) 
K2n2(Q(L) - QCR)) 

2nb, 
(12) 

Values of K are around 0.5, as experimentally defined by 
Due (1966), who also shows a dependence of K on the axial 
width of the cavity, the fluid properties, and the flow coefficient 
V«/t /2(Fig. 8). 
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Fig. 8 Variation of velocity ratio in function of cavity width for outgoing 
The latter one is calculated by integrating in each cavity the [VmIU2 > 0) and incoming fluid (VR2IU2 < 0) according to Due (1966) 
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Unsteady Fluid Forces. At stable operation, the amount 
of water inside each cavity adjusts itself until the pressure rise 
in each cavity is in equilibrium with the pressure drop over the 
outlet valve (Fig. 4) . 

Assume that for some reason the amount of water in cavity 
(L) is temporarily larger than in cavity (R) (R^L) < RUR))-
This results in a pressure difference defined by 

pQVl = p(Q + AQXVu + AVy)2 (14) 

2(7.) 2(A) 
K fi (Ri(R) #•« , ) ) (13) 

and the amount of water in the connecting channels is pushed 
from the high pressure (L) to the low pressure (R) cavity until 
the pressures are equal again. 

Because of the inertia of the fluid in the connecting channels, 
this movement will continue also after the pressure has been 
equalized, so that gyo will become larger than Q(L) and the 
pressure difference will be inverted. The fluid is then pushed 
backward to the cavity (L), whereafter the movement from the 
(L) to (R) cavity may start again. The changing pressure force 
is proportional to the displacement of the fluid in a way similar 
to the alternating forces by a spring attached to an oscillating 
mass. The amplitude of such a movement is normally damped 
out by viscous dissipation and the fluid returns to its equilibrium 
position after a few oscillations. 

The oscillating motion can be sustained if the damping force, 
which opposes the velocity, is counteracted by a force acting 
on the fluid in the direction of the movement. The later one 
adds energy to the system and is often called negative damping. 
The amplitude of the oscillation will grow under its influence, 
until the added energy is compensated for by the increased 
damping due to increased dissipation and friction on the walls. 

The origin of such a force is found in the experimental data 
of Due (1966) (Fig. 8). The curves applicable to the present 
geometry are the lower ones because the clearance in the dyna
mometer (bj/R2 = 0.06) is larger than the highest clearance on 
the figure. One observes only a small decrease in K with increas
ing positive values of VR2/U2, indicating that the average swirl 
velocity remains almost constant when the flow is leaving the 
cavity. A very large decrease of K is observed for negative 
values of VR2IU2, even going to zero for incoming radial veloci
ties in excess of 2 percent of the peripheral velocity. 

As a consequence, the pressure difference between the cavity 
(L), where the amount of water is decreasing, and the pressure 
rise in the cavity (R), where the water is entering, is larger 
than the one estimated in Eq. (13). This gives rise to an extra 
force in the direction of the movement. The pressure difference 
P(L} — P{R) continues to exist even after the quantity of water 
has become equal in both cavities, and the pressure force will 
be inverted only after Q(R) has become larger than Q(L)-

The change of K with the sign of VR2 can be explained as 
follows: The fluid leaving the cavity near the nonrotating wall 
has a small peripheral velocity and is not contributing much to 
the pressure rise in that cavity. As a consequence the pressure 
is not decreasing in proportion to the decreasing amount of 
water (increasing R,) because the average peripheral velocity 
has increased. The fluid entering the low-pressure cavity 
through the fence has a zero tangential velocity and does not 
contribute to the pressure rise in that cavity. It may even perturb 
the circumferential motion that is responsible for the pressure 
rise. 

Introducing the measured values of K into the theory would 
not change the conclusions, but one prefers to model them as 
follows: Assume it takes a time interval r before the fluid 
entering the cavity has migrated along the fixed wall up to R 
= R, where it gains a tangential velocity by friction on the 
rotating disk. Its contribution to the pressure rise in the cavity 
is delayed over the same period, during which the kinetic energy 
of the fluid in the cavity remains unchanged: 

Further analysis will show that any positive value of r decreases 
stability. Although its absolute value is not directly needed for 
the present discussion, one can quantify it by substituting exper
imental values of K (Fig. 8) into Eq. (18). 

In a similar way one can assume that some amount of fluid 
AQ can leave the cavity near the fixed wall before the total 
kinetic energy starts decreasing by additional friction on the 
fixed wall. 

One can conclude from Eq. (14) that a change of the quantity 
of water in a cavity by an amount AQ S 0 results in an opposite 
change of average peripheral velocity (AVV S 0) and as a 
consequence in a variation of K defined by: 

(K + AK)2 (Va + AVu)2 
Q 

K2 n Q + AQ 

or 

(K + AK)2 

K2 1 -
AQ 

Q 

(15) 

(16) 

Expressing the change of Q in function of the radial velocity 
in the fence 

-2nR2b2VR2 = QQ 
at 

(17) 

the instantaneous value of K2 can be approximated by 

K^ = K 2 ^ § ^ ^ \ KJ +2nR2b2VK2r\ ( l g ) 

where K is the average value corresponding to the steady flow 
operation (dQ/dt = 0). 

This formulation is probably not the most rigorous one, but 
has been selected because it is based on a physical model and 
predicts a dependence of K on the amplitude and sign of VR2, 
which is similar to the one measured by Due (1966). It also 
shows that the influence of VR2 on the variation of Vu or K 
decreases with increasing values of Q. 

This decrease of K in the cavity where VR2 < 0 and the 
increase of K in the cavity where VR2 > 0 creates a difference 
between KiR) and KiL). This results in an extra pressure force 
in the direction of the fluid motion and adds energy to the 
oscillatory movement. 

Substituting Eqs. (7) , (8) , and (12) into Eq. (5) and taking 
into account the difference between K{L) and K{R) (Eq. (18)) 
results in the following approximate equation describing the 
unsteady flow in the water brake: 

dVR: 

dt 
£• 

-A£CF 

'OH 

K2Sl2, n 
Q(R) + 47rR2b2VR2r) (19) 

Substituting Eq. (17) and its time derivative 

dVR2 1 d2Q 

dt 2ixR2b2 dt2 

into Eq. (19) and grouping the terms in Q, dQIdt, and d2QI 
dt2, one obtains: 

£ d2A'Q I 2CF£ K2fl2r\ dA'Q 

2ixR2b2 dt2 \-KR2b2% ^ ) dt 

+ ^ - A ' e = 0 (20) 
irbi 
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where A'Q = (QL - QR)/2 is the difference between the instan
taneous quantity of water Q in each cavity. 

As £lirR2b2 cannot be negative, the system becomes unstable 
when the coefficient of dA'Q/dt in Eq. (20) is negative: 

2CF£ K2n2 

•KR2b2% Kb, 
< 0 (21) 

or when the damping force (proportional to CF) is smaller than 
the excitation force (proportional to K2£12T). The later one is 
a direct consequence of the time delay r between the increase 
of water volume in a cavity and the corresponding pressure rise. 

The undamped natural frequency of the unsteady motion is 
easily defined from Eq. (20) for the situation where the excita
tion forces and damping forces compensate for each other. It is 
given by: 

K2U22R2b2 

b,£ 
(22) 

Substituting the dimensions of the water brake and the value 
of £ (defined in the appendix) into Eq. (22), a value of UJ = 
25.5 rad/s is predicted. This corresponds to a periodic variation 
of the water quantity in each cavity at 4.06 Hz. 

Experimental Results 

Pressure Variations. The pressure measured at the control 
valve, halfway between the two cavities, shows a periodic varia
tion at «10 Hz. This is about twice the frequency predicted by 
the theoretical model for each cavity. However, one should keep 
in mind that the control valve will feel the pressure pulses 
coming from all cavities. The pressure variation in the middle 
between the (L) and (R) cavity can be estimated by calculating 
the average of PL and PR. 

Assume that the amount of water in each cavity changes in 
a periodic way with amplitude AQ 

Q = Q ± AQ sin (cot) (23) 

where ± stands for the (L) and (/?) cavity. After substitution 
of Q into Eq. (11) and into the definition of K (Eq. (18)), one 
obtains the following value for the pressure at the control valve: 

2(1 + P 2(R) 
= P2 + 

ptt2AQ2K2L0T 

2-irbiQ 
sin (2ujt) 

This pressure variation at 2u is in quite good agreement with 
the frequency of the measured pressure oscillation («10 Hz). 

It is not yet clear what the origin is of the periodic change 
in amplitude of the pressure oscillations. A first explanation is 
an interaction between different pairs of cavities at different 
distances. As a consequence, oscillations occur at slightly differ
ent frequencies, which results in amplitude modulation. 

It is also possible that the amplitude AQ of the oscillations 
grows until the amount of fluctuating water is larger than the 
average amount of water in the cavity. This means that the 
cavity is temporarily emptied during an oscillation and pockets 
of air are aspirated in the connecting channel where they have 
a stabilizing influence. 

Torque Variations. The experimental results in Fig. 7 
show an increase of the torque each time the amplitude of the 
pressure oscillations gets larger. This increase of the torque is 
then compensated for by the control system opening the exit 
control valve or closing the inlet valve to decrease the amount 
of water in the cavities, which in term results in a proportional 
decreases of the exit pressure. This increase of torque also takes 
place at constant total fluid in the dynamometer, and can be 
explained as follows. 

Each time the fluid leaves one cavity through the fence, it 
completely dissipates its swirl velocity by friction in the con
necting channel. It enters the cavity on the other side with zero 
tangential velocity where it is reaccelerated, resulting in an 
increase of the friction on that disk. This dissipation and re-
energization of the fluid at each period of the oscillation results 
in an increase of the torque. 

The increase of torque is proportional to the amount of oscil
lating fluid, which also defines the amplitude of the pressure 
changes in the outlet channel. It can be calculated in the follow
ing way. The amount of energy per unit volume required to 
increase the tangential velocity from zero, when it enters the 
cavity at the fence, to its average tangential velocity in the 
cavity at radius /?,, is given by: 

pVhi _ pK2Q2Rj 

The extra power required to re-energize the incoming volume 
flow dQ/dt into a cavity (L) or (R) allows the calculation of 
the instantaneous variation of the torque 

A'E = QA'T0 = PK2Q,2R2 dQ 
dt 

(24) 

A'T0 quantifies the instantaneous increase of torque by friction 
on the disks for a given fluid flow entering a cavity. 

Dividing Eq. (24) by Eq. (1) , one obtains the relative varia
tion of the torque per cavity: 

AT,, K2R2 

CMRl - RD 
dQ 

dt 
(25) 

This does not allow the conclusion that A'T„IT is proportional 
to 1/fi, because dQ/dt is not independent of ft. 

Taking the time derivative of Q (Eq. (23)) and taking into 
account that AQ = -2-KRibjARj, one obtains: 

dQ 
dt 

2irRibiAR,u\cos uit\ (26) 

After substitution of w (Eq. (22)) one obtains: 

AT , 
* = Cte 

Rib; 
{Ri ~ Rl) 

ARj | cos ujt | 

where 

Cte = 
4TTK3 \2R2b-

r b,£ 

and the time-averaged increase in torque is given by: 

Rlbi AT„ 2 
= Cte — 

T0 n (R5
2 - Rl) 

ARt (27) 

This relation between the amplitude of the torque variation 
and the average amount of fluid Q in the cavities (function of 
R2 — Ri) is shown in Fig. 9. It expresses the sensitivity of the 
brake to fluid oscillations between the cavities of two different 
disks of amplitude A#,. One observes that the brake is more 
stable for larger values of Q (larger values of (Rl - R])), 
which according to Eq. (1) corresponds to larger values of the 
average torque. 

At constant power E of the driving turbine or electric motor, 
a variation of the torque results in a variation of the rotational 
speed defined by: 

A7/„ Arpm 

rpm 
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Fig. 9 Calculated amplitude of torque variations and measured variation 
of rotational speed, as a function of the average amount of water in the 
cavity 

Experimental values of —(Arpm/rpm), also indicated in Fig. 
9, show a variation that is in good agreement with the theoretical 
predictions of ATJTa by this model. 

Stabilization of Dynamometer 
Some modifications have been made to the dynamometer in 

order to enhance its stability at all operating points between 
high and low torque and high and low rpm. The first modifica
tion intends to separate the different cavities in order to prevent 
the fluctuating motion just described. For this purpose the com
mon outlet section and the single control valve have been re
placed by a separate collector and control valve for each disk. 
The only possible oscillation that could still exist after this 
modification is one between the cavities on both sides of the 
same disk. 

However, such an oscillation can be excluded on the basis 
of following arguments. A motion whereby the fluid is leaving 
one cavity through the radial fence at position 2 (Fig. 4) and 
returning to the neighboring cavity of the same disk after it has 
passed through the connecting channel is very unlikely. This 
would involve much more dissipation than when going from 
one side to the other side of the same disk, through the gap 
between the casing and the tip of the disk. However, the fre
quency of the latter oscillation would be much higher than the 
one observed, because the corresponding equivalent length £ 
in Eq. (22) is very short. It would also not give rise to a 
sustained oscillation and an increase in torque because the fluid 
would not loose its tangential velocity component Vu when 
going through the rotor tip gap at R2. As it would not require 
any re-energization, when entering the other cavity, it would 
also not influence the torque. 

In addition to the previous modification, the amount of water 
in the cavities has also been increased, in order to increase the 
value of (Rl - 7?f), which according to Eq. (27) reduces the 
value of ATJT0. This means that the number of cavities filled 
with water must be reduced in order not to increase the torque. 
This is easily achieved by closing the water supply valves of 
some cavities in which the disks rotate now in air without any 

pressure build up in the cavity. Special mechanical reinforce
ments of the water brake are therefore required in order to 
prevent deformation of the walls separating the cavities under 
the large pressure difference between the cavities partially filled 
with water and those filled only with air. As can be evaluated 
by Eq. (10) these pressures can attain more than 5.0 bar when 
operating the dynamometer at high rpm and maximum torque 
(large amount of water). For the present dynamometer this 
would result in a total lateral force of 250,000 N on the walls 
separating the cavities. 

When controlling the flow in each cavity with a separate 
valve, one must make sure that they operate in the same way 
to assure nearly equal pressures in each cavity. Any accidental 
opening of one valve would result in a large pressure drop in 
the corresponding cavity and a large pressure force on the wall 
between the cavities in operation. It was therefore decided to 
link the valves mechanically. 

The modified water brake has only two cavities filled with 
water, each of them having a separate control valve. It has been 
tested under the same conditions as the original one and showed 
a much more stable operation. Both the high and low-frequency 
pressure and torque variations have been reduced by two orders 
of magnitude (from 500 Nm to 4 Nm). 

Reducing the number of disks from six to two requires nearly 
three times more water in each cavity, to obtain the same overall 
torque. According to Eq. (27), this results in an equivalent 
reduction of the torque oscillations. However, measurements 
show a larger reduction of the torque variations, confirming that 
also the oscillations between the different cavities have been 
suppressed. 

The modified dynamometer allows a stable operation of the 
driving turbine and an accurate measurement of the torque up 
to very low values. 

Conclusions 
The paper demonstrates that a lumped parameter model 

allows a correct description of the unsteady flow in smooth disk 
dynamometers. It explains the basic mechanism responsible for 
sustained oscillations of the flow between the different cavities 
and how they are responsible for large fluctuations of the pres
sure and torque: 

• Comparisons with experimental results show that the fre
quencies of the pressure oscillations are accurately pre
dicted. 

• The relation between the amplitude of the high-frequency 
pressure variations and the low-frequency torque varia
tions is explained. 

• The amplitude of the torque variations is correctly corre
lated to the amount of water in the cavities. 

The model has been successfully used to evaluate possible 
modifications intended to stabilize the dynamometer and to ver
ify their impact on mechanical integrity. Its validity was con
firmed during a second series of experiments in which only 2 
cavities were filled with water, each of them controlled sepa
rately by a valve. The torque variations have been reduced by 
two orders of magnitude. 
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A P P E N D I X 

Calculation of Equivalent Length 
Figures 3-5 define the geometry, positions, and dimensions 

used in the calculation of £. The total equivalent length is 
calculated by summing up the equivalent length of the different 
components: 

J(L) A J2 A 

= 2 f^dl + 2 f^dl 
J2 A Ji A r + 2 — dl 

/5 A 

The first two components have a simple geometry and the corre
sponding £ is easily calculated: 

£ 
f3 2irR2b2 Jr> R3 

3 = dR = In — = 0.0118 m. 
J 2 2nRb2 R2 

••>-£ X3.4 — 
2irR2b2 

2nR(b2 + b4)/2 
•dR = 

2 

2b2R 2 " 2 In ̂  = 0.00834 m 
b2 + bA R, 

The value of ,£,,5 is more difficult to calculate because it 
concerns the flow in a circumferential channel where the mass 
flow increases linearly along the circumference over a distance 
R4W, between the top and the bottom of the device (Fig. 5) . 
The easiest way to calculate this equivalent length is by going 
back to the definition (7) 

£ = 
r dt 

dl 

dVR2 

dt 

taking into account that the mass flow increases uniformly 
around the circumference (entering at R4), the local velocity 
variation at each circumferential position can be estimated from: 

. 8V dVR2 a 
A — = A2- dt 2TT 

Substitution into the definition of i?, with dl = Rda and taking 
into account that the total cross-sectional area is 2A because 
the flow moves on both sides from 0. to n, results in 

X j •* — r A2 a 

2A2TT 
Rda = 3.86 m. 

The equivalent length X\6 between position 5 and the middle 
of the dynamometer (position 6) , is 

W h6b6 

dl = 0.599 m 

taking for Z5i6 = .092 m (half the axial distance between three 
rotors). 

The total length to be used in the calculation of the frequency 
(Eq. (22)) is 

£ = 2{£n + X34 + £45 + £56) = 8.96 m 

By far the largest contribution to £ is the equivalent length X45 
of the circumferential channel. The axial distance x'56 has only 
a minor contribution to the equivalent length so that one can 
conclude that it is not important to find out exactly which disks 
are oscillating. Xi,2 and x\3 are negligible. 

One can also conclude from this that the measured frequency 
cannot result from an oscillation through the rotor tip gap of 
the fluid between two cavities at each side of a rotor. 
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SNECMA Experience With Cost-
Effective DS Airfoil Technology 
Applied Using CM 186 LC® Alloy 
From a cost point of view SNECMA has found DS columnar grain manufacturing 
technology to be highly attractive compared to single crystal. CM 186 LC1 alloy 
exhibits enhanced mechanical and environmental properties and temperature capabil
ity compared to MAR M2 200 Hf alloy; these properties are close to first-generation 
single crystal alloys up to 982°C (1800°F). The alloy is shown to be amenable to 
various coating and brazing high-temperature processes. The longer term creep-
rupture/phase stability data base on the alloy has now been extended out to 8300 
hours at 1038°C (1900°F). Castings for engine test have been produced using CM 
186 LC alloy. 

Introduction 
The efficiency of gas turbines is dependent on thermody

namic criteria such as overall pressure ratio and turbine inlet 
temperature. During the last 30 years, turbine inlet temperatures 
have increased by about 450°C (810°F). About 70 percent of 
this increase is due to more efficient design of air cooling for 
turbine blades and vanes, particularly the advent of serpentine 
convection cooling with turbulators and pin fins and film cool
ing and thermal barrier ceramic coatings, while the other 30 
percent is due to improved superalloys and casting processes. 
The greatest advances in metal temperature, stress, and environ
mental capability for turbine airfoils have been the result of the 
development of directionally solidified, columnar grain (DS) 
and single crystal (SX) superalloy casting process and engine 
application technology pioneered by Pratt and Whitney Aircraft. 

DS manufacturing technology (casting, solution heat treat
ment, and inspection) can be less expensive than single crystal 
and the production of single or multi-airfoil vanes with large 
platforms can be more straightforward. MAR M 200 Hf alloy 
has been widely used for DS columnar grain airfoils and 
SNECMA has had good experience with the alloy in complex 
shape vanes and blades, in particular those with extended plat
forms. These comments relate to both manufacturing experience 
and turbine engine service performance. 

However, the temperature and environmental conditions in 
new engine designs are becoming more severe, not only for 
vanes but also for the longer, low-pressure (LP) turbine blades. 

1 CM 186 LC®, CM 247 LC®, CMSX-2®, CMSX-3® and CMSX-4® are 
registered trademarks of the Cannon-Muskegon Corporation. 

2 MAR M is a registered trademark of the Martin Marietta Corporation. 
3 Hastealloy® and Haynes® are registered trademarks of Haynes International. 
Contributed by the International Gas Turbine Institute and presented at the 41st 

International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-493. Associate Technical Editor: J.N. Shinn. 

This brings about the need for improved second-generation DS 
superalloys. This class of alloy generally contains 3 percent Re, 
offers improved creep and oxidation performance but at the 
expense of some increased density. The second-generation alloy 
studied in the paper is CM 186 LC [3] , which is a nickel-base 
alloy containing 3 percent Re, 1.4 percent Hf and 67 percent 
of the coherent y' precipitate strengthening phase. 

The following were investigated for this work: 

• heat treatment evaluation 
• initial environmental and mechanical property character

ization 
• industrialization 
• a thermal fatigue technological test, and engine testing 

with a M53-P2 military engine used as a test vehicle. 

This work is typical of a new alloy evaluation program at 
SNECMA. The data offer to design engineering the possibility 
of designing turbine airfoils with an alloy that may be useful 
for future engines. 

Chemical Composition and Heat Treatment 

Chemical Composition. The nominal composition of CM 
186 LC is shown in Table 1, in comparison with Rene 142, 
PWA 1426, and MAR M 200 Hf, all of which are Ni-based DS 
superalloys. 

The first three alloys contain 3 percent Re. They are desig
nated second-generation DS superalloys whereas MAR M 200 
Hf is a first-generation DS superalloy. Re is known to partition 
mainly to the y matrix (roughly 80 percent), and retard coarsen
ing of the y' strengthening phase because it slows diffusion and 
increases yly' misfit. Small Re clusters, detected in the y ma
trix, act as efficient obstacles against dislocation movement. 
The remaining 20 percent of the Re partitions to the y' thereby 
strengthen that phase [ 3 ] . These features provide significant 
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Table 1 Chemical composition (wt%) 

C Cr Co Mo W Ta Re Al Tl B Nb Zf Hf Nl 

CM 186 LC" 0.07 6 9 0.5 8.4 3.4 3 5.7 0.7 0.015 - 0.005 1.4 bal. 8.70 

Ran* 142 0.12 68 12 1.5 4.9 6.4 2.8 6.2 - 0.016 - 0.02 1.5 bal. 8.6 

PWA 1426 0.10 6.5 12 1.7 6.5 4 3 6 - 0.015 - 0.03 1.5 bal. 8.6 

MAR M 200 HI 0.13 9 10 - 12 - - 5 2 0.015 0.9 0.02 1.75 bal. 8.5 

Density (kg/dm3) 

improvement to mechanical and environmental properties. Re, 
Cr, and Mo decrease metal fluidity during the casting operation. 
CM 186 LC has the lowest Re + Cr + Mo content. 

All the alloys contain Hf to strengthen and improve the ductil
ity of grain boundaries, thus improving transverse properties. 
This is particularly important for vane shrouds [4] . However, 
Hf is highly reactive with shells and ceramic cores and can be 
responsible for oxide inclusions in DS airfoil components. 

The second-generation alloys contain less W than MAR M 
200 Hf. This element provides some improvement in high-tem
perature mechanical properties but can be responsible for freck
les, which are chains of small equiaxed grains formed during 
solidification of the DS airfoils, and instability problems in 
relationship with Hf. (The occurrence of platelets during HCF 
tests has led SNECMA to decrease Hf content from 2.1 to 
1.75 percent in MAR M 200 Hf.) Re-containing alloys can be 
sensitive to freckles. The (W + Re) content of CM 186 LC is 
slightly lower than the W content of MAR M 200 Hf, and CM 
186 LC contains 3.4 percent Ta, which is beneficial in relation 
to propensity to freckling. High W also adversely affects oxida
tion and hot corrosion resistance. 

Interestingly from a cost point of view, CM 186 LC is a 
derivative of the CMSX®-2/-3/-4 family of single crystal 
alloys. This ensures the possibility of melting from virgin/ 
CMSX-2/-3/-4 foundry revert blends [3]. Table 2 compares 
chemical compositions of two heats: one from 100 percent vir
gin material and another with 50 percent recycled CMSX®-4 
foundry revert material. 

These alloy features confirm SNECMA's strategy to evaluate 
CM 186 LC for future turbine engine applications. 

In this paper, CM 186 LC alloy is directly compared to MAR 
M 200 Hf, which features 1.75 percent Hf and improved solu-
tioning at 1240°C (2264°F) (5°C below the incipient melting 
temperature). This specific heat treatment for MAR M 200 Hf 
results in a 10°C creep temperature capability improvement and 
also offers a significant decrease in property scatter compared 
to the original property performance of the alloy. 

Heat Treatment 

Solutioning. The majority of DS and SX alloys need a solu-
tioning heat treatment to give a uniform precipitation of opti
mized 0.45 /j,m cubic y' on subsequent aging to maximize 
creep-rupture properties. MAR M 200 Hf and Rene 142 require 
extensive solutioning to optimize their mechanical properties 

Table 2 Chemical composition of CM 186 LC alloy heats with or without 
recycled material (wt%, *ppm) 

C SI Mn s- Al B Br Nb Co Cr Cu Fe Hf 

100% virgin 0.069 <0.02 <.001 4 5.66 0.015 <.2 <.05 9.4 6 <001 0.027 1.4 

50% recycled 0.07 <0.02 .001 2 5.7 0.014 <.2 <05 9.4 6 <001 0.047 1.4 

MB- Mo 
N,' O, Ta Tl w Zr Re 

100% virgin <80 .5 1 1 3.4 0.74 8.4 0.005 2.9 

50% recycled <80 .49 1 1 3.4 0.74 8.4 0.006 2.9 

i -A 1 nm 

i 1 1 im 

Fig. 1 y' morphology in the as-cast condition 

[1]. PWA 1426 has been developed to offer the mechanical 
properties of single-crystal PWA 1480 while having higher cast
ing yields normally achieved with DS alloys. This has been 
achieved with only partial solutioning [50 percent] of the y' 
precipitates [2] . 

The development program goal of CM 186 LC was to provide 
longitudinal creep rupture properties in the as-cast plus double 
aged condition better than DS CM 247 LC® [5-6] and equiva
lent to CMSX-2/-3 [7] single crystals alloys up to 980°C 
(1796°F). This is interesting for vane applications since solu
tioning can result in recrystallization due to high residual casting 
stresses in transition areas between thick and thin sections of 
the part (for example, trailing edge areas near the shroud of 
an integrally cast, shrouded vane segment). Nevertheless, the 
possibility of improving the mechanical properties by per
forming a solutioning treatment has been investigated. 

Liquidus, solidus, and y' solvus have been determined for 
CM 186 LC using a Differential Thermal Analysis method with 
a high-temperature calorimeter. The liquidus is 1388°C 
(2530°F) and the solidus is 1326°C (2418°F). The y' solvus 

* MSI » Iff** y «MaN*i«»8 * »eubl*.a9«El 

_l I, ,1 I I ,111 I ,,l .1 1.1,1,11 

Time (Hours) 

Fig. 2 Stress rupture at 950X (1742°F) of CM 186 LC partially or com
pletely solutioned compared to as-cast and double-aged condition 
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Fig. 3 Oxidation resistance at 1100°C of CM 186 LC and MAR M 200 Hf 

is 1250°C (2282T). In fact, SEM examination of samples 
treated at different temperatures showed that y' solutioning 
begins at 1220°C (2228°F). 

In the as-cast condition, SEM examination has shown appre
ciable areas of yly' eutectic phase (Fig. 1). The y' precipitates 
have a rather irregular cubic morphology: 0.5 to 0.75 /zm. Inter-
dendritic areas have been found where the y' is rather globular. 
This can be a result of microsegregation. 

The first goal was to determine the incipient melting point. 
Samples in the as-cast condition were placed in a furnace at 
temperatures between 1250°C (2282°F) and 1300°C (2372°F). 
Incipient melting appears at 1275°C (2325°F), which is 20°C 
(36°F) higher than MAR M 200 Hf. 

Different solutioning heat treatments have been tested and a 
solutioning ratio determined for each of them. Up to 90 percent 
of the yly' eutectic phase could be solutioned. Stress-rupture 
tests were performed on samples in the as-cast plus double-aged 
condition, "partially" solutioned (10 percent of yly' eutectic 
phase) plus double-aged condition and "completely" solu
tioned (90 percent of yly' eutectic phase) plus double-aged 
condition. Test results are presented in Fig. 2. 

Effect of Aging on Carbide Stability. The effects of aging 
in the range 1050°C (1922°F)-1200°C (2192°F) have been 
studied to address standard brazing and coating process thermal 
cycles. Image analysis techniques have been extensively used 
to study the effect of high-temperature aging on carbide mor
phology and size. 

In the as-cast condition, there are two types of carbide: 

• "Chinese script" type, that is fine carbides whose mor
phology appears like Chinese script [MCJ 

• Blocky carbides [MC2] 
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' MAB M 200 HI minimum VS 

_L JL 
400 600 800 

Temperature (C) 

Fig. 5 Tensile yield strength 

The first type contains Ti, Hf, and Ta, whereas the second type 
contains only Hf and Ta. 

At 1050°C (1922°F), there is no modification on carbides up 
to 10 h. For longer times, fine dispersed carbides form along 
grain boundaries and small lenticular and acicular carbides ap
pear, which contain Hf and Ta [MC2]. At 1150°C (2102°F), 
grain boundary and "Chinese script" carbides disappear after 
10 h and the lenticular and acicular carbides continue to de
velop. The same phenomenon occurs at 1200°C (2192°F) but 
at a faster rate. 

Standard Condition Characterization 
The standard study of cast superalloys for turbine airfoils at 

SNECMA consists of oxidation/corrosion testing to find 
whether the alloy is suitable for jet engine applications and 
determine the type of coating needed. This is followed by physi
cal and mechanical properties characterization. 

Oxidation and Hot Corrosion (Sulfidation) Resistance. 
CM 186 LC, DS bare specimens have been tested in oxidation 
and hot corrosion (sulfidation). In oxidation, plates and bulk 
specimens of CM 186 LC have been tested at 1100°C (2012°F). 
The second-generation alloy is much better than MAR M 200 
Hf. Figure 3 shows the results in terms of number of cycles 
before catastrophic mass loss. Those tests also showed that CM 
186 LC is sensitive to spalling at the edges of the specimens 
and life is dependent on geometry. It confirms that CM 186 LC 
needs a coating to avoid problems particularly at leading and 

400 600 800 

Temperature (C) 

Fig. 4 Ultimate tensile strength 
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Fig. 6 DS Longitudinal 1 percent creep properties 
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Fig. 7 DS Longitudinal stress-rupture properties 

trailing edges. At 850°C (1562°F) and 900°C (1652°F) in stan
dard sulfidizing conditions, hot corrosion resistance of the two 
alloys are very similar. This fact led us to the conclusion that 
a CIA coating, consisting of chromizing and aluminizing, is 
necessary for turbine engine service. 

Mechanical Properties. Since CM 186 LC is likely to need 
a coating, it was decided to conduct mechanical testing on sam
ples with the following heat treatment: as-cast + 1100°C 
(2012°F)/10 h + 870°C (1598°F)/16 h. The first part of the 
treatment simulates a normal CIA coating diffusion, which is 
the most frequently used at SNECMA for DS or single-crystal 
alloys. In fact, process parameters will be defined later, but then 
it will be necessary to evaluate the alloy's sensitivity to heat 
treatment. In all cases, it was necessary to characterize the 
mechanical properties in this condition. 

Tensile Tests. Tensile tests have been performed at 20°C 
(68°F), 750°C (1382°F), 850°C (1562°F), 950°C (1742°F), 
1050°C (1922°F), and 1100°C (2012°F) (Figs. 4 and 5). They 
show that the yield strength of CM 186 LC is similar to MAR 
M 200 Hf. A significant improvement is obtained for ultimate 
tensile strength. 

Creep Tests. Longitudinal creep and stress rupture tests 
show marginal effects of heat treatment between the SNECMA 
heat treatment and the Cannon-Muskegon double age of 1079°C 
(1975°F)/4 h + 871°C (1600°F)/20 h (Figs. 6 and 7). Tests 
performed on thin-wall specimens show no drop in mechanical 
properties. All these results confirm that even in the SNECMA 
standard condition, i.e., no solution heat treatment, CM 186 
LC offers a creep temperature capability improvement of 20°C 
(36°F) compared to MAR M 200 Hf up to 1050°C (1922°F) 

(a) MAR M 200 Hf 10 fjm 

— f * . • ; : - • ' • * 

(b) CM 186 LC •* 10 urn 

Fig. 9 Grain boundary structure of (a) MAR M 200 Hf and (fa) CM 186 
LC 

and even more at higher temperatures. It seems that CM 186 
LC is not very sensitive to aging heat treatment conditions. 
This beneficial feature is probably due to Re, which slows y' 
coarsening that occurs during the coating simulation heat treat
ment. The longer term creep-rupture/phase stability data base 
on the alloy has now been extended out to 8328 h at 1038°C 
(1900°F) with maintenance of the linear log stress-log stress-
rupture life relationship. 

Creep and rupture tests with stress perpendicular to grain 
boundaries on bulk specimens have been performed to test the 
transverse properties (Fig. 8). The results obtained are consis
tent with Cannon-Muskegon transverse creep data. Metallo-
graphic analysis was performed to compare the grain boundary 
grain microstructure of MAR M 200 Hf and CM 186 LC (Fig. 
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Fig. 8 DS Transverse stress-rupture properties at 950°C (1742°F) 
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Fig. 11 Carbide analysis of CM 186 LC 

9). The carbide distribution for MAR M 200 Hf is more contin
uous compared to CM 186 LC, which contains coarse y' along 
the grain boundaries. Microchemical analyses using transmis
sion electron microscopy with energy dispersive spectroscopy 
determined that the carbides in MAR M 200 Hf are Cr23C6 and 
are HfC in CM 186 LC (Figs. 10 and 11, respectively). The 
copper identified is due to the maintaining grid in the TEM. 

Low Cycle Fatigue Tests. Low cycle fatigue testing is also 
in progress. Results were not available at time of publication. 

Industrialization 
In this section, the results of studies used to determine the 

manufacturing process parameters and the alloy sensitivity to 
processes needed for vane production will be presented. 

Castability. Solidus and liquidus temperatures for CM 186 
LC are 30°C (54°F) higher than for MAR M 200 Hf, but the 
castability range (liquidus-solidus) is wider in the case of MAR 
M 200 Hf (75°C (135°F) versus 52°C (94°F) for CM 186 LC). 

Samples of CM 186 LC have been melted under vacuum at 
1530°C (2786°F) in two ceramic crucibles, which represent the 
shell mold compositions that are used at SNECMA. The same 
trials have been performed with MAR M 200 Hf. Each button 
and crucible have been characterized visually and by chemical 
analysis of their surfaces and of a section in order to choose 
the most suitable ceramic system from a reactivity point of 
view. The reactivity behavior of the two alloys are very similar. 

A few molds of CM 247 LC, CM 186 LC and Rene 142 
have been cast to evaluate the alloys' DS castability. The parts 
cast were: 

Fig. 12 M53-P2 HP turbine vane 

Journal of Engineering for Gas Turbines and Power 

Specimen Yield strength (MPa) UTS(MPa)* A% 

CM 186 LC/Hastelloy X (300^m) 136 

Hastelloy X minimum 

CM166LC/HaynesAlloy2S 209 
(300fim) 

CM 186 LCWHaynes Alloy 25 209 
(40pm) 

Haynes Alloy 25 minimum 125 

(•UTS-Ultimate Tensile Strength) 

147 6.8 

105 

236 9.S 

230 9.5 

230 

• LP turbine blade of CFM56-5C commercial engine. 
• HP turbine blade of M53-P2 military engine. 
• HP turbine vane of M53-P2 military engine. 

For each mold, the normal DS casting parameters used for 
MAR M 200 Hf have been used. Fluorescent dye penetrant 
macroetch and X-ray inspection were performed. The results 
showed little porosity and good columnar grain morphology. 

In view of the in-depth CM 186 LC evaluation, it was neces
sary to produce half a set of M53-P2 HP turbine vanes. Four 
molds have been cast to define casting parameters. The defects 
encountered have been freckles and grain morphology defects. 
No problems of reactivity or inclusions has appeared in produc
tion, but problems with freckles and grain morphology were 
confirmed. These problems are probably due to lack of experi
ence and part geometry: The vane segment has a wide chord 
and is complex with large shrouds (Fig. 12). 

Brazing. This study included parameter determination and 
mechanical property characterization. HP turbine vanes are as
sembled with Hastelloy® Alloy X cooling inserts and Haynes® 
Alloy 25 caps. Two filler metals can be used, depending on the 
gaps: one for gaps greater than 100 fim and another for less 
than 100 /um. The configurations tested are the following: 

CM 186 LC—Hastelloy Alloy X with a 300 fj,m gap 
CM 186 LC—Haynes Alloy 25 with a 300 and 40 /xm gap 

Process parameters currently used for MAR M 200 Hf parts 
were first tested. The process is the following: 

• brazing of cooling inserts 
• visual and X-ray inspection 
• brazing of external parts 
• diffusion. 

The parameter selection has been made by means of SEM 
examination of samples brazed and heat treated in order to take 

Fig. 13 Corrosion and oxidation tests at 8S0°C (1562°F), 900 C (1562F), 
and 1100°C (2012°F) 
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Fig. 16 1 percent creep 950°C (1742°F) 

into account the combined effects of brazing, coating, and final 
heat treatment on microstructure and properties. At this mo
ment, it is not known which coating will be chosen, but the 
potential damage is due to microstructural changes, which are 
controlled by process temperatures. Consequently, it was de

cided to coat at 1150°C (2102°F) for 3 h, which is the highest 
temperature that could be attained, and then age at 870°C 
(1598°F)for 16 h. 

The micrographic examination revealed that: 

• all gaps have been filled in 
• no chemical reactions with the coating were apparent 
• for high clearances, no eutectic phases have been met in 

the bonding area 
• no major metallurgical transformations were seen in CM 

186 LC. 

Fig. 18 Test facility and configuration 
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(a) MAR M 200 HF 

(b) CM 186 LC 

Fig. 19 Leading edge damage from technological thermal fatigue test 
(a) MAR M 200 Hf (b) CM 186 LC 

Tensile tests have been performed on brazed specimens fol
lowing the process described earlier. The results are reported 
in Table 3. These mechanical property results are excellent. 

Coating. The process parameters were to be chosen among 
the following possibilities: 

• aluminizing by a SNECMA process (SVPA) 
• CIA (chromizing and aluminizing) 

Micrographic examinations have been performed but didn't 
show any major differences between the different coating pro
cesses. Due to this fact, the only way to select the best process 
was to test specimens coated in the different conditions in oxida
tion at 1100°C (2012°F) and hot corrosion at 850°C (1562°F) 
and 900°C (1652°F) (Fig. 13). The performance of CM 186 
LC in the oxidation test was so good that no improvement from 
standard coatings was observed. The corrosion test showed that 
CIA was clearly better at 850°C (1562°F); both coatings per
formed the same at 900°C (1652°F). 

Process Effects on Mechanical Properties. The goal of 
this study was to compare tensile and creep properties of CM 
186 LC heat treated following three different vane processes to 
standard CM 186 LC properties: 

• Process 1: brazing-diffusion-SVPA 1100°C (2012°F)/5 h 

Journal of Engineering for Gas Turbines and Power 

• Process 2: brazing-diffusion-CIA 1100°C (2012°F)/10 h 
• Process 3: brazing-diffusion-CIA 1100°C (2012°F)/5 h 

+ 1150°C(2102°F)/3h. 

All these parameters are possible for engine application. In 
addition, the test material from each process was aged at 870°C 
(1598°F)/16 h prior to testing. 

The tests conducted were tensile test at 650°C (1202CF), 
900°C (1652°F), and 1100°C (2012°F), and creep test at 950°C 
(1742°F). The results are shown in Figs. 14-17. 

No significant drop in the mechanical properties has been 
observed except in creep. Metallurgical changes in y' morphol
ogy have been observed after the treatment at 1100°C (2012°F)/ 
5 h + 1150°C (2102°F)/3 h. So despite the fact that we didn't 
see any clear mechanical improvement of 1100°C (2012°F)/10 
h compared to 1100°C (2012°F)/5 h + 1150°C (2102°F)/3 h, 
the chosen process is the following: 

• Brazing 
• Diffusion 
• Chromizing 1100°C (2012°F)/5 h CIA coating 
• SVPA 1100°C(2012°F)/5 h 
• Aging 870°C(1598°F)/16h 

Technological Thermal Fatigue and Engine Test 

Technological Thermal Fatigue Test. Since the thermal 
fatigue properties of DS alloys are highly dependent on their 
crystallographic orientation because of elastic anisotropy, it was 
interesting to test MAR M 200 Hf and CM 186 LC in conditions 
as close to reality as possible (except for environment). The 

(a) MAR M 200 Hf 

(b) CM 186 LC 

Fig. 20 Oxidation pattern at leading edge from technological thermal 
fatigue test: (a) MAR M 200 Hf; (b) CM 186 LC 
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intent is to evaluate, by comparison with engine test results, 
the importance in service of high-temperature properties and 
oxidation/hot corrosion resistance. 

The test configuration is shown in Fig. 18. Two vanes are 
tested at the same time: one each of MAR M 200 Hf and CM 
186 LC. The vanes were processed to the conditions chosen in 
the previous section (i.e., CIA-coated). The temperature was 
determined by an optical pyrometer, which had been checked 
with two other parts containing thermocouples. The cooling air 
inside the vanes was 100°C (212°F). The cycle, as measured 
by the optical pyrometer at the leading edge of the MAR M 
200 Hf part, was 670°C (1238°F) to >1150°C (2102°F) in 10 
s, 1150°C (2102°F) to 670°C (1238°F) in 10 s. There was no 
hold time in the heating and cooling cycle. 

Because of air flow heterogeneity in the test facility, the 
maximum temperature seen by CM 186 LC was 1180°C 
(2156°F). The two parts have been submitted to 5000 cycles. 
Figure 19 shows the induced damages, and Fig. 20 compares 
the oxidation effects near the major defect on each part. It can 
be seen that the interface between the coating and the part is 
much more oxidized for MAR M 200 Hf. Since oxides have a 
greater volume than normal constituents, they force the coating 
to crack, which explains the larger defect on MAR M 200 Hf. 

Engine Test. An endurance test on a M53-P2, a military 
engine, will be completed by mid 1996. Three HP turbine vane 
materials will be tested: MAR M 509, MAR M 200 Hf, and 
CM 186 LC. The results of this test were not available at the 
time of publication. 

Conclusions 
Mechanical, oxidation, and hot corrosion tests of CM 186 

LC in SNECMA standard conditions show that this alloy is a 
good candidate for applications in future engines. 

All the processes for vane and blade production have been 
developed (brazing and coating) to save time in an engine 

development program. The technological thermal fatigue test 
has confirmed the improved properties of CM 186 LC in oxida
tion and thermal fatigue and that CIA coating is well suited for 
CM 186 LC. Engine testing will be performed this year. 

DS airfoils using CM 186 LC could be a cost-effective alter
native to single-crystal components for many high-temperature 
applications in advanced turbine engines. Although Re-con
taining second generation DS alloys offer only a small raw 
material cost reduction compared to first-generation single-crys
tal alloys, DS castings are easier to produce and have lower 
manufacturing costs. In the foundry process, grain defect rejec
tions are lower and production of vanes with large platforms is 
easier. Elimination of solution heat treatment with CM 186 LC 
is an important advantage compared to other DS alloys and 
avoids the risk of recrystallization. 

For all of these reasons, CM 186 LC can find application in 
parts that do not require single crystal properties, but do exceed 
the capability of first generation DS alloys. 
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High-Speed Rotor Losses in a 
Radial Eight-Pole Magnetic 
Bearing: Part 1—Experimental 
Measurement 
The continual increase in the use of magnetic bearings in various capacities, including 
high-speed aerospace applications such as jet engine prototypes, dictates the need 
to quantify power losses in this type of bearing. The goal of this study is to present 
experimentally measured power losses during the high-speed operation of a pair of 
magnetic bearings. A large-scale test rotor has been designed and built to obtain 
unambiguous power loss measurements while varying a variety of test parameters. 
The test apparatus consists of a shaft supported in two radial magnetic bearings and 
driven by two electric motors also mounted on the shaft. The power losses of the 
spinning rotor are determined from the time rate of change of the kinetic energy of 
the rotor as its angular speed decays during free rotation. Measured results for the 
first set of magnetic bearings, a pair of eight-pole planar radial bearings, are pre
sented here. Data from three different parameter studies including the effect of the 
bias flux density, the effect of the bearing pole configuration, and the effect of the 
motor stator on the power loss are presented. Rundown plots of the test with the 
bearings in the paired pole (NNSS) versus the alternating (NSNS) pole configuration 
show only small differences, with losses only slightly higher when the poles are in 
the alternating pole (NSNS) configuration. Loss data were also taken with the motor 
stators axially removed from the motor rotors for comparison with the case where 
the motor stators are kept in place. No measurable difference was observed between 
the two cases, indicating negligible windage and residual magnetic effects. Through
out most of the speed range, the dominant loss mechanism appears to be eddy 
currents. 

Introduction 
In studies aimed at characterizing magnetic bearings, some 

of the least well-known quantities are those related to the rotor 
losses. In this paper, rotating losses are defined as the losses 
occurring in the rotor during magnetic bearing operation. They 
do not include stator losses such as ohmic losses in the stator 
windings and eddy current losses in the stator due to switching 
amplifier or controller frequencies. These rotor losses have four 
components: (1) windage loss, (2) eddy current loss, (3) alter
nating hysteresis loss, and (4) rotating hysteresis loss. As yet 
there have been very limited experimental data presented in the 
open literature on this subject. 

Rotating losses are significant in many magnetic bearing ap
plications. In flywheel and aircraft gas turbine applications, a 
major objective is the minimization of losses of all types, includ
ing rotating losses, to maximize the length of time the rotor can 
operate on a fixed energy/power supply. In large compressors 
or electric motors, the rotating loss itself may not be so im
portant, but the heating produced by the losses can be a problem 
if it requires the use of extensive cooling for successful opera
tion of the equipment. In other applications the torque required 
to rotate the shaft may be adversely increased due to high rotat
ing losses. 

While not extensive, some power loss studies have been pub
lished in the open literature. Matsumura and Hatake (1992) 
presented some experimental data. Two pole winding cases 
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were considered: the alternating (NSNS) and paired (NNSS) 
cases. The experimental results given in the paper and later 
verified by the present authors indicate that there is little differ
ence in the rotating losses between the alternating and paired 
pole configurations. 

Higuchi et al. (1986) presented some experimental rotating 
loss data in magnetic bearings. Ueyama and Fujimoto (1990) 
reported power loss results in an eight-pole radial bearing up 
to DN = 2.8 X 106. Iron losses were studied for four magnetic 
materials when the test rig was run in a vacuum. No comparison 
to theory was performed for the magnetic components of the 
losses. 

Kasarda et al. (1993a, b) conducted loss measurements in a 
low-speed test rig, operating up to approximately 2800 rpm 
(DN = 175,000) in air. The loss measurements indicated that 
bias flux is an important factor but that pole winding sequence 
and shaft eccentricity were very minor effects. Analytical ex
pressions for the four loss components were developed. 

Stephens and Knospe (1995a, b) presented data on power 
losses in planar radial magnetic bearings for two materials, 
silicon iron and cobalt iron, at high speeds. They operated the 
bearing up to 3.1 X 106 DN and at flux densities as high as 
1.60 T. Bearing power losses were not measured directly. They 
employed an iterated, least-squares estimating technique (Ste
phens and Knospe, 1995a), based upon temperature and other 
system measurements, to evaluate thermal heating in the bearing 
and other test rig components. The authors (Stephens and 
Knospe, 1995b) also showed that paired pole wiring produced 
somewhat lower losses than the alternating arrangement, and 
that ratios of core losses for the two wirings are strongly depen
dent upon flux density and weakly dependent upon rotational 
speed. 
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Kasarda et al. (1994) discussed the design of the present 
high-speed test rig in some detail and gave a sensitivity analysis 
of the loss modeling based upon the theoretical parameters in
volved. 

This work reports the first power loss results from that test 
rig. A set of two identical radial magnetic bearings was installed 
in the test rig and run-down measurements were made. A Hall 
probe was employed to measure gap fluxes for the bearings. 

Power Loss Models 

A rotor supported in magnetic bearings is used for taking 
rundown measurements to determine power loss due to the drag 
on the rotor from the bearings. The test rig has been designed 
to measure the power losses in magnetic bearings by accurately 
measuring the system's dissipation, viz., the conversion of the 
rotor's kinetic energy into heat. This is done simply by measur
ing the time it takes for the rotor to run down from one given 
speed to another. The kinetic energy of the rotor due to rotation 
is 

MOTOR STATOR, REMOVAL MOTOR 

™" MOTOR REMOVAL GUIDE RODS 

MOTOR STATOR HOUSING 

BACK UP THRUST BACK UP THRUST BEARING 

MOTOR 

Fig. 1 Cutaway of experimental apparatus 

dui Ch CM) C„OJ' CWUI 
— = — + - £ - + — — + — — 
dt J J J J 

(5) 

Efr — 2 J^ (1) 

This kinetic energy is converted to heat in the journal lamina
tions or transferred via viscous coupling to the atmosphere as 
the rotor decelerates. The power loss is the time derivative of 
the kinetic energy 

P„ = 
dEk 
dt 

d_ 

dt 

1 
Jul' w doJ ui dJ 

Ju> — + 
dt 2 dt 

(2) 

The second term in Eq. (2) is negligible because the rotor 
materials do not have large dimensional changes as their temper
ature increases. The rotor polar moment of inertia, J, is 7.92 
X 1(T3 N-s2-m (7.02 X 10"2 lty-sMn.) and ui(t) is measured 
so Pk is determined. 

The analytical prediction model of the power loss on the rotor 
(Kasarda 1993a, b, 1994) is made up of four components— 
alternating hysteresis, rotational hysteresis, eddy currents, and 
windage effects, respectively—and can be expressed as: 

, dui 
Pk = Jui— = P, 

dt 
'ha + Phr + Pe + Pw (3) 

Based on the form of the analytical predictions (Kasarda, 
1993a, b, 1994) Eq. (3) can be written in terms of frequency 
dependence as: 

Jui — = Chui + Ceui2 + C,eu>4 + Cwu>2 

dt 
(4) 

where Ch represent a hysteresis coefficient incorporating both 
the alternating and rotational loss components, Ce represents 
the eddy current coefficient, C.„ represents the eddy current skin 
effect coefficient, and C„ represents the windage coefficient in 
the respective power loss expressions. These coefficients are 
expected to be independent of speed and time (Kasarda et al., 
1993a, b) . Dividing by Jul results in 

Experimental Arrangement 
The apparatus used to measure power loss employs a rotor 

supported in a pair of magnetic bearings with two induction 
motors located at the shaft ends. The test rig has been designed 
so that the only significant loss mechanisms contributing to the 
deceleration of the rotor are expected to be from the magnetic 
bearings. To ensure this, no thrust bearing is used that could 
possibly smear the rundown data and the motor stators are 
retractable to eliminate any residual magnetic coupling between 
the motor rotors and stators. A cutaway drawing of the apparatus 
is shown in Fig. 1. 

The test rig is designed to allow for the variation of parame
ters including magnetic bearing stator geometry, journal mate
rial, lamination thickness, and gap length. The main housing is 
built in a cylindrical or "can' ' arrangement, which simplifies the 
substitution of bearing stators while ensuring good alignment. A 
photograph of the entire apparatus including the controller is 
shown in Fig. 2. 

The two electric motors located on the shaft ends drive the 
rotor up to top speed, at which point the motors are shut off 
and the motor stators are mechanically removed from the motor 
rotors as shown conceptually in Fig. 3. Attached to each of the 
motor stator housings is a ball screw, which in turn is mounted 
on a threaded rod. The rods are driven by a DC motor through 
a 90 deg gearbox and the motor stators are axially removed 
from the motor rotors while the rotor is suspended and spinning. 
The motor stator removal system can be seen in the photograph 
of the apparatus in Fig. 2. 

The purpose of removing the motor stators is to eliminate 
any effects due to possible residual magnetic coupling in the 
motors. The choice of two motors also aids in balancing any 
thrust loads might any occur during the retraction operation. 
There are no thrust bearings, and axial centering is successfully 
achieved through the reluctance centering effects of the radial 
magnetic bearings. The entire apparatus shown in Fig. 1 will 
be placed in a vacuum chamber to eliminate the effect of wind
age on the rotor power loss measurement in future work. 

Nomenclature 

a, = curve fit coefficient 
bj = curve fit coefficient 
Ce = eddy current coefficient 
Ch = hysteresis coefficient 
C„ = skin effect coefficient 

C„ = windage coefficient 
Ek = rotor kinetic energy 
J = rotor polar moment of inertia 

Pe = eddy current power losses 
Pha = hysteresis power loss due to alter

nating flux 

Phr = hysteresis power loss due to rotat
ing flux 

Pk = kinetic power loss 
t = time 

ui = rotor angular velocity 
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X 

Fig. 2 Test setup 

The rotor has been designed to have equal loading on the two 
magnetic bearings to obtain identical operating characteristics of 
the bearings. The total length of the rotor is 39.0 cm and the 
assembled rotor weighs 11.3 kg (25.0 lb). The set of bearings 
used in the data presented here are an eight-pole radial heteropo-
lar design. The diameter of the bearing journals is 9.1 cm and 
the axial length is 4.4 cm. The radial bearing clearance, or gap 
length, is 0.762 mm (0.030 in.). The percentage of the journal 
surface area covered by the surface area of the stator poles is 
53 percent. 

This rotor is designed to run up to a maximum DN of 4.5 X 
106 corresponding to 50,000 rpm or a surface speed of 239 m/ 
s at the bearing. However, the yield strength of the current 
journal material limits the first set of tests to a top speed of 
about 32,000 rpm corresponding to a DN of approximately 2.9 
X 106. Because of its common use in existing magnetic bear
ings, an M-15 grade 3 percent silicon-iron in a 0.356 mm (0.014 
in) lamination thickness has been used to build the set of bear
ings under analysis. Future bearing journals made from a high-
strength cobalt-iron alloy will allow higher speeds. 

The speed of the rotor is monitored by a reflective object 
sensor. A black line has been painted over approximately half 

Magnetic Bearings 

Magnetic Bearings 

the shaft and the resulting signal from the probe passes through 
a Schmidt trigger, which produces a 5-V peak-to-peak square 
wave whose frequency matches the rotational frequency of the 
shaft. 

It is possible that additional control fluxes in the bearings are 
necessary to control a rotor through highly unbalanced critical 
speeds, which could result in additional power losses. Since 
quantifying this effect is not in the scope of the project, every 
effort was made to eliminate rotor vibrations. The rotor-bearing 
system has been designed so that all rotor bending modes are 
located well above the operating speed range. The rotor has 
also been high-speed balanced to minimize the effect of any 
residual unbalance on the power losses. 

Results 
The test rotor operates smoothly with extremely low rundown 

rotor orbit amplitudes below 0.025 mm (0.001 in.) p-p, well 
within the back-up bearing diametral clearance of 0.254-0.356 
mm. No axial loads are imparted on the rotor during the retrac
tion of the motors and no significant axial motion of the rotor 
is present. The motor retraction step takes approximately 7 sec
onds, which is a small fraction of the total rundown test period. 
The rundown time for an eight-pole planar radial magnetic bear
ing from 28,000 rpm ranges from approximately 250 seconds 
to 400 seconds for the cases presented here. Three parameter 
studies were analyzed with the eight-pole bearing including a 
study of the effect of motor stator retraction, a variation of pole 
configuration (NNSS versus NSNS), and a variation of bias 
flux density. 

Data Reduction. Rundown data were evaluated using the 
model in Eq. (5). For ease of notation in describing the method 
of data reduction, Eq. (5) is represented as follows 

du 

~dt 
a\ + a2u} + <23a>

3 + 040;' (6) 

where the coefficients are defined as 

= £*. ce cse c„ «1 «2 = — ; a3 = = " a4 = — 
J J J J 

Measured power loss was determined from the rundown 
curves by first using a minimization routine where the coeffi
cients a, in the model of the time rate of change of speed (Eq. 
(6)) were determined for each specific data set. 

For every candidate set of coefficients for a specific set of 
rundown data, a set of values for speed versus time was gener
ated by integrating Eq. (6) and the error between the calculated 
speed and actual speed was determined. New sets of coefficients 
are then generated until this error has been minimized using a 
simplex search method (Press et al., 1989). Once the optimum 
coefficients have been determined, Eq. (6) is substituted in Eq. 
(4) and the power loss, Pk, is determined as a function of ui. 

Table 1 Model coefficients 

Fig. 3 (a) Runup configuration; (b) rundown configuration 

Coefficients 
Including Skin 
Effects 

Coefficients 
Without 
Skin Effects 

Hysteresis 
Coefficient 

a1= -2.0359X101 

rpm-s'1 
bj = -2.2071X101 

rpm-s-1 

Eddy Current 
Coefficient 

«2=-7.1907xl0-3 

s"1 
b2 = -6.1941xl0-3 

s"1 

Skin Effect 
Coefficient 

a3=-2.0307x10-" 
rpm'V 

Skin Effect 
Coefficient 

a3=-2.0307x10-" 
rpm'V 

Windage 
Coefficient 

o4 = -1.3849x10"' 
rpnT'-s'1 

b3= -7.8191x10"'' 
rprn'^-s'1 
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Fig. 4 Experimental curve fit model and actual rundown data 

The rms error between the calculated speeds using the opti
mized coefficients, a,, and the actual speed for the case when 
the average bias flux is equal to 0.540 T is only 58 rpm, which 
is within the estimated measurement uncertainty of ±300 rpm 
at high speeds. A more detailed uncertainty analysis will be 
forthcoming. The calculated coefficients are shown in Table 1 
to all be negative. However, a3, which represents the skin effect, 
is expected to be positive since it begins to decrease the contri
bution of the eddy currents due to crowding of the currents at 
the surface of the bearing laminations. To understand this result 
better, a second attempt at data reduction was run with the 
following model, which discounts the contribution of the skin 
effects. This second model is 

— = bx + b2uj + &3W1'8 (7) 
dt 

The same minimization routine was used and the calculated 
speeds and actual measured speeds are plotted versus time in 
Fig. 4. Once again an excellent curve fit is generated with an 
rms error of 62 rpm and the values of the new coefficients bt 

are listed in Table 1. 
A calculation of the power loss throughout the speed range 

using each of the two models (Eq. (6) and (7)) was made. 
Both models resulted in essentially the same values for the 
power loss throughout the speed range with only a small varia
tion at the higher speeds. 

To examine the sensitivity to the eddy current model, a curve 
fit was determined for the following model excluding the eddy 
current component: 

NA8A HfshlDHd Povwr Lou TtM FUa 
30000 1 1 I I I 

TIME(SEQ 

Fig. 5 Effect of motor retraction on rotor rundown characteristics 
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Fig. 6 Effect of stator pole polarity on rotor rundown characteristics 

dt 

A substantially inferior curve fit with an rms error of 400 
rpm and particularly poor trends at the ends of the rundown 
curve was achieved with this model and demonstrates the impor
tance of including the eddy current effects. Similarly, a model 
excluding the windage contribution was examined and a sub
stantially inferior curve fit with an rms error of 164 rpm was 
achieved. Apparently it is less damaging to ignore windage than 
the eddy currents; this supports the conclusion that the eddy 
current effects are the dominant loss mechanism. 

This analysis indicates that the models of the windage and 
eddy current effects are important components in the data reduc
tion analysis and that skin effects may be present but are not 
measurable for this set of data. Therefore, the expression with
out skin effects, Eq. (7) , is used to determine the experimental 
value of power loss, Pk, from the rotor rundown data. 

Experimental Data 

Effect of Motor Stator Retraction. A single case was run 
first with the motor stators retracted and then again with the 
motor stators not retracted. No measurable difference occurs 
between the two cases, as shown in Fig. 5. This appears to 
demonstrate that windage is independent of the surrounding 
annulus. This result would imply that the windage loss can be 
modeled as flow over a flat plate as presented in Ueyama and 
Fujimoto (1990) and Kasarda et al. (1993b, b, 1995), as op
posed to a model of the Couette flow between a rotating and 
stationary cylinder. The motor stators have a radial clearance 
of approximately 0.330 mm (0.013 in.). Since the bearing radial 

0 SO 100 1SQ 200 280 300 350 40D 
TIME (SEC) 

Fig, 7 Effect of bias flux on rotor rundown characteristics 
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Fig. 8 Effect of bias flux on measured power loss for entire rotor 

clearance in this case is 0.762 mm (0.030 in.), and is signifi
cantly larger than the motor radial clearance, these results imply 
that the bearing poles do not protrude significantly into the 
boundary layer around the bearing journal and their effect can 
be neglected in the analytical model of the windage loss. 

Pole Configuration. As noted above, there has been consid
erable previous discussion in the literature over the effect of 
pole configuration on the rotating losses. A case was run with 
the poles configured in an alternating pattern (NSNS) and com
pared with the paired-pole configuration (NNSS). The rundown 
results (speed versus time) are presented in Fig. 6 and demon
strate only a slightly faster rundown (indicating slightly higher 
rotating losses) for the alternating pole configuration. This is 
in accordance with the experimental results reported by Ste
phens et al. (1995b) and Matsumura Hatake (1992). 

Variation of Bias Flux. Rundown data was taken for three 
different bias flux levels. For a given setting of the bias current, 
a measurement of the flux levels under all of the bearing poles 
was measured with the rotor stationary using a Hall effect probe 
and averaged. 

The average measured flux densities for the three cases are 
0.445 T, 0.540 T, and 0.615 T, respectively. Plots of rundown 
speed versus time for these three cases are shown in Fig. 7. 
The case when the bias flux is the smallest shows the longest 
rundown time, on the order of 400 seconds. The case when the 
bias flux is at its maximum value shows the shortest rundown 
time, on the order of 250 seconds. 

A power loss, Pk, was determined for each of the three bias 
flux cases using Eq. (2) neglecting the second term in the 
expression. A plot of power loss versus speed for these three 
cases is shown in Fig. 8. At the maximum speed reported, 
28,000 rpm, the power loss varies from approximately 563 

Watts when B = 0.445 T to approximately 774 Watts when B 
= 0.615 T. 

Conclusions 
Rundown data were taken for a pair of eight-pole heteropolar 

bearings in air at atmospheric pressure. The effect of the motor 
stator removal from the rotor was determined to be negligible. 
The alternating pole configuration (NSNS) was shown to result 
in only a slightly faster rundown time, demonstrating only a 
marginally higher power loss than the paired pole configuration 
(NNSS). The effect of three different levels of bias flux on the 
losses was examined and significant differences were observed. 
Measured power losses at the reported top speed of 28,000 rpm 
for the entire rotor varied between 563 Watts when the bias 
flux density was 0.445 T to 774 Watts when the bias flux density 
was 0.615 T. Additional data, including a study that will have 
a large variation of the experimental parameters including the 
elimination of the windage effects by use of a vacuum chamber, 
will be taken. The additional experimental data along with more 
detailed analytical analysis will result in general power loss 
expressions for use at the design stage of future magnetic bear
ings. 
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High-Speed Rotor Losses in a 
Radial Eight-Pole Magnetic 
Bearing: Part 2—Analytical/ 
Empirical Models and 
Calculations 
The continual increase in the use of magnetic bearings in various capacities, including 
high-speed aerospace applications such as jet engine prototypes, dictates the need 
to quantify power losses in this type of bearing. The goal of the present study is to 
develop and experimentally verify general power loss equations for the high-speed 
operation of magnetic bearings. Experimental data from a large-scale test rotor have 
been presented in Part 1 of this study. Analytical/empirical predictions are presented 
here for the test bearings, a pair of eight-pole planar radial bearings, for comparison 
to the experimental results from Part 1. Expressions for the four loss components, eddy 
current, alternating hysteresis, rotating hysteresis, and windage, are also presented. 
Analytical/empirical predictions for the test bearings at three different bias flux levels 
demonstrate good correlation with corresponding experimental data. Throughout 
most of the speed range the dominant loss mechanism appears to be eddy currents. 

Introduction 

It is common to claim that magnetic bearing losses are ' 'low'' 
compared to those of fluid film and rolling element bearings, 
but reliable calculations of the losses, or quoted values, are not 
available in the literature. Not only are these losses difficult to 
predict, but the variation of the losses with magnetic bearing 
design parameters such as clearance, rotational speed, flux-path 
direction, flux level, and lamination thickness is not well under
stood. The ability to predict rotating losses at the design stage 
would permit design and optimization for minimal loss. 

For example, the two primary flux-path schemes are radial 
(sometimes called heteropolar because of the different poles, 
north and south in a plane) and axial/radial (called homopolar 
because the poles in one radial plane are all of a single type, 
say north, and the south poles are in another plane located at a 
different point along the shaft). There are currently no compara
ble measured values of rotating losses for these two major types 
of design to allow proper assessment of the relative merits of 
each scheme. The authors of this paper have not yet tested 
homopolar bearings and therefore are unable to predict which 
design has the lower rotating power loss. However, by present
ing measured data on a new high-speed loss test rig, this paper 
will contribute to the eventual quantification of these losses. 

While not extensive, some power loss studies have been pub
lished in the open literature. Matsumura et al. (1988) discussed 
magnetic bearing losses, including a partial Fourier analysis of 
magnetic flux as seen by the rotor as it passes the poles in the 
bearing. The discussion in the paper indicates that the rate of 
change of flux at the pole edges is very important and suggests 
that the sharpness of the rise is the critical factor. Two pole 
winding cases were considered: the alternating (NSNS) and 
paired (NNSS) cases. The experimental results given in the 
paper indicate that there is little difference in the rotating losses 
between the alternating and paired pole configurations. This 
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result is consistent with the hypothesis that the edge effects 
dominate the losses. 

Ueyama and Fujimoto (1990) reported power loss results in 
an eight-pole radial bearing. Iron losses were studied for four 
magnetic materials when the test rig was run in a vacuum. No 
comparison to theory was performed for the magnetic compo
nents of the losses. 

Kasarda et al. (1993a, b) conducted loss measurements in a 
low-speed test rig, operating up to approximately 2800 rpm 
(DN = 175,000) in air. The loss measurements indicated that 
bias flux is an important factor but that pole winding sequence 
and shaft eccentricity were very minor effects. The results were 
compared to theoretical calculations involving models of the 
four loss mechanisms indicated above. The theoretical calcula
tions were below the measured values by approximately 24 
percent. Kasarda and Allaire (1995) presented data on low-
speed power losses and enhancements of the theoretical model
ing approach. A dynamic pole-width fraction was introduced 
to account for the edge effects noted earlier by Matsumura and 
Hatake (1992). Formulas for effective frequencies and rotor 
volumes were discussed. 

The effect of losses on magnetic bearing controller perfor
mance has been addressed by a few researchers. Zmood et al. 
(1987) developed a transfer function representation that in
cludes a first-order model of the nonrotating eddy current influ
ence for control system analysis. Meeker et al. (1995) address 
the electromechanical bandwidth limitation introduced by eddy 
currents induced by control flux variation but also without shaft 
rotation effects. The effect of the losses on controller perfor
mance is beyond the current scope of this work. 

Kasarda et al. (1994) discussed the design of the present 
high-speed test rig in some detail and gave a sensitivity analysis 
of the loss modeling based upon the theoretical parameters in
volved. Part 2 of this work reports the analytical/empirical 
modeling and power loss calculations for comparison to results 
from that test rig as reported in Part 1 of this paper. A set of 
two identical radial magnetic bearings was installed in the test 
rig and run-down measurements were made. A Hall probe was 
employed to measure gap fluxes for the bearings. 
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Power Loss Models 

Analytical/Empirical Prediction Models. The total 
power loss exhibited by a rotating shaft supported in magnetic 
bearings consists of four loss components: alternating hystere
sis, rotational hysteresis, eddy currents, and windage. Analyti
cal/empirical models are widely available for each of the four 
components. The models used in this analysis are slight modifi
cations of the ones presented in detail by Kasarda and Allaire 
(1995). 

Rotational Hysteresis. Rotational hysteresis occurs when 
the magnitude of the field in a material remains constant but 
its orientation with respect to the material is changing. The 
magnitude of the loss is determined based on experimental data 
presented by Brailsford (1938) that was developed for a generic 
silicon iron. The authors are currently unaware of any rotational 
hysteresis loss data supplied by manufacturers for specific mate
rials. The expression presented here has been modified slightly 
from the earlier form used by Kasarda et al. (1993a, b, 1995) 
to account for higher flux levels. The expression for rotational 
hysteresis loss is based on a linear curve fit of the experimental 
data (Brailsford, 1938) in the region of interest and is expressed 
as 

P„r = [3000.0 X fi,MX - 500.0][1.0 X 10"7] 

X/.M„,.(Watt/cm3) (1) 

where Bmax is the maximum flux density in Tesla, f is the 
effective frequency in Hz, and M„r is the effective volume coef
ficient for the rotational hysteresis phenomenon. This value for 
Phr is then multiplied by the total volume of journal laminations 
(cm3) to obtain a power loss in Watts. The effective frequency 
and effective volume coefficient used in this expression will be 
addressed at the end of this section. 

Alternating Hysteresis. The alternating component of the 
hysteresis loss in a magnetic material is due to the effects of 
traversing a complete cycle of the BH curve. This occurs in the 
rotor of a magnetic bearing as it passes the differently polarized 
pole faces. The loss for one rotor lamination stack is given by 
the formula from Steinmetz (Knowlton, 1949) as 

PM = 10"V(10000. X Bmax)*M„(Watts/cm3) (2) 

Steinmetz (Knowlton, 1949) reports that the hysteresis coeffi
cient, 77, has a value of approximately 0.00046 for a good grade 
of silicon iron and that the exponent, k, has an approximate 
value of 1.6 for flux densities in the range of 0.15 to 1.2 Tesla. 
The rotational hysteresis loss and the alternating hysteresis loss 
expressions are added together and used in the calculation of 
losses as reported at the end of this paper for comparison with 
the experimentally measured hysteresis loss. The effective fre
quency / is in Hz, Bmax is in Tesla, and Mv is the effective 
volume coefficient. Equation (2) is then multiplied by the total 
journal volume (cm3) to determine the power loss in watts. The 

effective frequency and effective volume coefficient used in this 
expression will also be addressed at the end of this section. 

Eddy Currents. A formula for the power loss due to eddy 
currents has been developed by Golding (1961) and others 
(MIT Electrical Engineering Staff (1943)) by integrating pi2 

over the volume of the magnetic material, where p is the mate
rial resistivity and / is the current due to the induced emf from 
the alternating flux in the rotor laminations. The loss formula, 
including the first term of the series expansion for the skin 
effect, is 

Pr = 
Tr2d2BLj2Mv(W'6) 

6p 

1 -
945 

nd 
'2(M x 10" 7 ) / 

(Watts/cm3) (3) 

where, d, the lamination thickness, is 3.56 X 10 4 m, p, the 
nominal iron resistivity, is 4.8 X 10"7 0,-m, and p, the relative 
permeability of the material, is estimated at 6300. These values 
were obtained from the material manufacturer but can also be 
found in various texts such as the Metals Handbook (Lyman, 
1972). The resistivity may vary as the temperature of the lami
nations increase and is addressed in the results section of this 
paper. 

Other parameters in Eq. (3) include 5max, the peak flux den
sity in Tesla, / , the effective eddy current frequency in Hz, and 
M„, the effective volume coefficient. This value for Pe is then 
multiplied by the total journal volume (cm3) to determine the 
power loss in Watts. Values used for the effective frequency 
and volume coefficient used in this expression will also be 
addressed at the end of this section. 

The reduction of data presented in Part 1 shows that minimal 
skin effects based on this model are present for this set of tests. 
Therefore, the skin effect term in this equation is neglected and 
the validity of this term or the choice of series truncation in 
Eq. (3) cannot be verified at this time. 

Windage. The formula to calculate power loss due to wind
age is based on Von Karman's work for turbulent flow over a 
flat plate. Ueyama and Fujimoto (1990) achieved good correla
tion to experimental data of windage loss calculations using a 
turbulent flow model. While the Reynolds numbers for part of 
the range of this application are below the transition Reynolds 
number for turbulent flow over a smooth plate, the surface 
roughness of the disks justifies the use of the turbulent flow 
model. Therefore, windage losses on the rotor were calculated 
based upon the drag force on a turbulent boundary layer as 
developed by Von Karman and presented by Shames (1982). 
For a fully turbulent boundary layer on a flat plate of length 
2nR and width L, the drag force is 

N o m e n c l a t u r e 

b, = measured coefficients 
5max = maximum magnetic flux density 

d = lamination thickness 
D = windage drag force on rotor 
Ek = rotor kinetic energy 
/ = effective frequency, Hz 
fr = effective frequency for rotational 

hysteresis loss 
J = rotor polar moment of inertia 
k = hysteresis flux exponent 

L 
Mv 

M„ 

Pe 

Pha 

Pk 

P« 

= rotor axial length 
= effective volume coefficient 
= effective volume coefficient for ro

tational hysteresis loss 
= eddy current power loss 
= hysteresis power loss due to alter

nating flux 
= hysteresis power loss due to rotat

ing flux 
= kinetic power loss 
= power loss due to windage 

R = rotor radius 
t = time 
T = temperature 
U = surface velocity of rotor 
a = temperature coefficient 
77 = hysteresis coefficient 
p = material resistivity 

pg = gas density 
v = gas viscosity 
u> = rotor angular velocity 
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Fig. 1 Finite element plot of lines of magnetic flux for static case (zero 
shaft rotational speed) 

D = 0.074(1 PS2^L)[^J2 (4) 

The surface speed, U, is given as RLO, SO this expression be
comes 

D = 0 . 0 7 4 W ^ ( - 2 ) ( ^ ) ° ' 2 (5) 

The windage power loss for each rotor component is 

P =DU = O.OlAp.L-KRwi-^] (6) 
\2irR uJ 

where pg, the density of air, is 1.2 kg/m3 and v, the viscosity 
of air, is 1.501 X 10~5 m2/s from Shames (1982) and ui is the 
shaft rotational frequency in rad/s. The radius, R, of the motor 
rotors, exposed shaft up to bearings, midspan shaft section, and 
bearing journals are 0.038 m, 0.025 m, 0.032 m, and 0.045 m, 
respectively. The associated total lengths, L, of these four areas 
are 0.057 m, 0.119 m, 0.114 m, and 0.087 m, respectively. The 
total windage power loss is the sum of the losses on these 
components. 

Effective Frequency and Volume. Effective frequencies 
and effective volumes are used in Eqs. (1) - (3). All effective 
frequencies for use in the calculation of the various loss compo
nents are expected to be related to the geometry of the bearing 
stator. The effective frequency for use in the calculation of 
eddy current and alternating hysteresis effects (Eqs. ( 2 ) - ( 3 ) ) , 
which are dictated by edge effects, has been estimated at 16 
times the rotational frequency of the rotor. This value corre
sponds to the number of edges a portion of the rotor volume 
must pass during one revolution of the rotor. Fourier analysis 
suggests 16 times the rotational frequency. This has been exam
ined by Matsumura et al. (1988). This effective frequency is 
also consistent with the range of possible values determined 
using the geometric-based estimation technique by Kasarda and 
Allaire (1995). 

The effective frequency coefficient for use in the rotational 
hysteresis expression, Eq. (1) , is determined based on different 
criteria. Shown in Fig. 1 is a nonrotating two-dimensional finite 
element analysis (FEM) of the test bearing. The dominant fre

quency for the rotating hysteresis phenomenon is based upon 
the number of magnetic field rotations experienced by the rotor 
per second at a location below the surface of the rotor lamina
tions. The effective frequency used for the evaluation of Eq. 
(1) is four times the rotational frequency for an eight-pole 
bearing with a NSNS pole configuration, which is equal to the 
number of pairs of magnetic flux "loops" experienced during 
one rotation of the rotor in the FEM analysis in Fig. 1. Each 
pair represents a complete directional flux reversal. 

The effective volume coefficient is another parameter that 
needs to be determined for each of the loss phenomena. As 
shown in Fig. 1, the entire volume of journal magnetic material 
is not filled with magnetic flux at the peak value, unlike the 
transformer laminations some of these formulas were originally 
developed for. Therefore, some effective volume, which is less 
than the total volume, should be used in determining the power 
losses in Eqs. ( l ) - ( 3 ) . Discussion of values used for this 
analysis is presented in the results section of this paper. 

The proper determination of effective frequency and effective 
volume for the general case will be evaluated after more data 
are taken on different bearing designs along with the evaluation 
of corresponding detailed finite element analyses (FEM) and 
more detailed evaluation of field equations similar to the analy
ses by Allaire (1995). A FEM code is currently under develop
ment at the University of Virginia to allow for a more represen
tative analysis of the experimental case under analysis. 

Results 
Variation of Bias Flux. Power loss measurements for the 

test rotor were determined from rundown data for three different 
bearing bias flux cases as described in detail in Part 1 and are 
shown in Fig. 2. For a given setting of the bias current, a 
measurement of the flux levels under all of the bearing poles 
was made with the rotor stationary using a Hall effect probe 
and averaged for use in the analytical/empirical prediction mod
els of the bearing losses (Eqs . ( l ) - ( 3 ) ) . The average measured 
flux densities for the three cases are 0.445 T, 0.540 T, and 0.615 
T, respectively. 

A prediction of power loss as described in the analytical/ 
empirical prediction models section, including values listed 
there for various parameters, was made for each of the three 
bias flux cases. However, the skin effect term in Eq. (3) was 
neglected based on the conclusion from the data reduction anal
ysis in Part 1 that the skin effects are negligible for this set of 
tests. Most parameters such as lamination thickness, journal 
diameter, etc., are fairly well known. However, some uncer
tainty is presented in the values used for effective frequency, 
effective volume, and resistivity. 

As discussed earlier, the effective frequency for use in the 
calculation of eddy current and alternating hysteresis effects 

TIME (SEC) 

Fig. 2 Effect of bias flux on rotor rundown characteristics 
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Table 1 Measured coefficients 

Measured Coefficients 
B = .540 T 

Hysteresis Coefficient bj = -2.2071.xl01 rpm-s"1 

Eddy Current Coefficient b2 = -6.1941xl0"3 s'1 

Windage Coefficient b3 = -7.8191xl0"7 rpm'^s' 

(Eqs. ( 2 ) - ( 3 ) ) , which are dictated by edge effects, has been 
estimated at 16 times the rotational frequency of the rotor. Re
call also, that the effective frequency for calculation of the 
rotating hysteresis loss (Eq. (1)) is estimated at four times the 
rotational frequency of the rotor based on the number of pairs 
of magnetic loops traversed by the journal during one revolution 
of the rotor. 

If the respective effective frequencies listed above are as
sumed to be correct for use in Eqs. ( l ) - ( 3 ) , an effective 
volume for each phenomena can be backed out of the experi
mental data. The form of the experimental curve fit from Part 
1 is 

— = b, + b2LO + b,ujuii (13) 
dt 

where bt is the hysteresis coefficient, b2 is the eddy current 
coefficient, and b3 is the windage coefficient for the experimen
tal data. The coefficients for the case when the bias flux is equal 
to 0.540 T are listed in Table 1. 

By substituting all parameters except for the coefficient of 
effective volume, M„, and rotor speed into the eddy current 
power loss equation, Eq. (3), and dividing by the rotor polar 
moment of inertia, J, which is equal to 7.92 X "'"3 N-s2-m 
(7.02 X 10"2 lbrs

2-in.), and the appropriate conversion factor, 
the resulting calculated coefficient for comparison to the experi
mental coefficient, b2, is 

bcaic2 = 4.1 X 10"3M„s-' (14) 

Setting this value equal to the corresponding measured b2 from 
Table 1 and solving for Mv results in 

M„ « 0.15 (15) 

This value represents the effective fraction of total journal vol
ume where losses are occurring. Note that this number makes 
physical sense because it is greater than 0.0 and less than 1.0 
times the total volume. This effective volume coefficient is 
consistent with FEM results, which demonstrate that the peak 
flux occupies much less than the entire volume at a maximum 
flux level as shown in Fig. 1. 

The effective volume coefficient may be different for each 
loss component. Based on similarities between the eddy current 
and the alternating hysteresis phenomena, it is assumed that this 
effective volume coefficient is valid for use in both Eqs. (2) 
and (3) in determining the calculated power losses. The effec
tive volume coefficient, Mvr, for use in the calculation of rotating 
hysteresis losses has also been determined from a similar com
parison of the calculated hysteresis coefficients (added to
gether) from Eqs. (1) - (2) to the appropriate measured hystere
sis coefficient, bt, from Table 1 and results in 

Mw = 0.42 (16) 

for use in the rotational hysteresis loss expression (Eq. (1)) . 
Currently, this is the best method for estimating the values 

of effective volume. Future tests involving more experimental 
data and additional FEM analyses will result in a methodology 
for determining effective volumes and frequencies a priori, dur
ing the design stage of a bearing. 

The resistivity of the silicon iron material will vary with 
temperature. Since losses in the rotor will result in heat genera-
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tion, the actual resistivity of the material could vary during the 
rundown tests. Temperature measurements will be made on 
future tests but are unavailable for the data presented here. 
However, the maximum expected temperature rise in the bear
ings is estimated to be 21°C (based on an estimated maximum 
temp of ss 43°C (110°F) from physically touching the rotor 
lamination immediately after a test run is completed with the 
maximum flux density), which results in an 11 percent increase 
in the resistivity based on the temperature coefficient, a, of iron 
of 0.005 1 /°C in the following equation from Harnwell (1949): 

P = P , [1 + a ( r - r , ) ] (17) 

where p is the resistivity at T(t\\e temperature after heat genera
tion due to losses) and px is the resistivity at ambient conditions 
(T, = 21°C) which is 4.8 X 10"7 fi-m. The uncertainty of 
the resistivity is small considering the estimations of effective 
volumes and frequencies that were made. 

Calculated loss values were made using Eqs. (1 ) - ( 4 ) with 
the assumed values for effective frequencies and volumes as 
discussed above. A comparison of the measured and calculated 
losses is shown in Fig. 3 for the cases when the bias flux (5max 

in Eqs. ( 1 ) - ( 3 ) ) is set equal to 0.445 T, 0.540 T, and 0.615 
T, respectively. There is good correlation between the measured 
and predicted power loss as shown in Fig. 3. A set of coeffi
cients, Z>calc, has been determined from the analytical/empirical 
prediction models and are listed in Table 2 along with the 
corresponding experimental coefficients, b-,, for the three bias 
flux cases. As expected, the analytical/empirical coefficients 
and measured coefficients for the hysteresis and eddy currents 
are identical for the case when B = 0.540 T since this is the 
case that was used to determine the effective volume as dis
cussed above. A comparison of measured and analytical /empiri
cal coefficients for the other flux cases shows relatively good 
agreement demonstrating the validity of the choice of effective 
frequency and effective volume coefficients. 

Theory predicts a trend in the eddy current component of the 
power loss with the square of the bias flux (Eq. (2)) . As a 
verification, the measured eddy current coefficients, b2, listed 
in Table 2 have been divided by the square of their respective 
bias flux values and are listed in Table 3. As shown in Table 
3, the new eddy current coefficient values are very close to each 
other, indicating that the experimentally derived eddy current 
coefficients conform well to the B2 dependence model. This is 
important because it implies that losses actually due to windage 
are not improperly imputed to eddy currents in the model. 

Conclusions 
Combined analytical and empirical loss expressions have 

been developed to model losses in magnetic bearings. Calcu-

NASA Hlghg|Hml Power Usa T « t PJfl 

0 5000 100OO 1SOO0 20000 2SO00 3O000 
SPEED (RPM} 

Fig. 3 Comparison of measured power losses and calculated power 
losses 
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Table 2 Comparison of experimentally measured model coefficients and predicted analytical/empirical coefficients 

B = .445 T B = .540T B=.615 T 
Measured 

Coeff 
Analytical/ 

Empirical Coeff 
Measured 

Coeff 
Analytical/ 

Empirical Coeff 
Measured 

Coeff 
Analytical/ 

Empirical Coeff 
Hysteresis 

(rpm-s'1) -17.6 
bcakl= 

-16.4 -22.1 
bcakl= 

-22.1 -26.8 
bcalcl-

-26.8 
Eddy 

Current -4.6xl0"3 
bcalc2= 

-4.2xl0-3 
b2= 

-6.2xl0"3 
bcak2= 

-6.2xl0"3 
b2= 

-7.9xl0"3 
bCak2-

-8.0xl0-3 

Windage 
( r o m - V ) 

fc3= 
-8.6x10"' 

bcalc3= 

-l.OxlO"6 
b3= 

-7.8x10"' 
bcalc3= 

-l.OxlO"6 
b3= 

-7.1x10"' 
bCalc3-

-l.OxlO-6 

Table 3 Dependence of measured eddy current coefficient on bias flux R e f e r e n c e s 

B = .445 T B = .540 T B = .615 T 
Measured Coeff 

(W(s-!) -4.6xl0"3 -6.2x10° -7.9X10-3 

Measured Coeff 
- B 2 

(b2/B
2)(s"1-T"2) 

-2.3xl0"2 -2.1xl0'2 -2.1xl0"2 

lated losses were determined for a test rotor supported in a pair 
of eight-pole heteropolar bearings from the analytical/empirical 
models of the four loss components: (1) windage loss, (2) eddy 
current loss, (3) alternating hysteresis loss, and (4) rotating 
hysteresis loss. These values were determined for comparison 
to the measured losses from the experimental data detailed in 
Part 1 of this study. The effect of three different levels of bias 
flux on the losses was examined and significant differences 
were observed. Measured power losses at the reported top speed 
of 28,000 rpm for the entire rotor varied between 563 Watts 
when the bias flux density was 0.445 T to 774 Watts when the 
bias flux density was 0.615 T. A dependence on the square of 
the bias flux of the eddy current component was demonstrated. 
Analytical/empirical models including parameter values based 
on a cursory FEM analysis and empirical values for effective 
volumes showed reasonable correlation with experimental data. 
Additional data, including a study that will have a large varia
tion of the experimental parameters including the elimination 
of the windage effects by use of a vacuum chamber, are planned. 
The additional experimental data along with more detailed ana
lytical analysis will be used to develop predictive expressions 
for power loss to be used at the design stage of future magnetic 
bearings. 
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The Maximum Factor by Which 
Forced Vibration of Blades Can 
Increase Due to Mistuning 
In 1966 it was shown that the maximum factor by which the amplitude of forced 
vibration of blades can increase due to mistuning is, with certain assumptions, j( 1 

where N is the number of blades in the row. This report gives a further 
investigation of the circumstances when this factor can be obtained. These are small 
damping, and a relationship must hold between the mistuning distribution y(s) and 
the interblade coupling function c(r), where r is the mode number. The mistuning 
distribution must be symmetric about the blade on which maximum amplitude is to 
occur, s = 0. The coupling function must be symmetric about r = R, where R is the 
mode number of the excitation. If the coupling is purely mechanical, additional 
conditions apply. The coupling function c(r) must consist of a number of identical 
symmetric substrips. A 1976 result for mechanical coupling is amended. 

Introduction 

Whitehead (1966) gave an analysis that derived the maxi
mum factor by which the vibration amplitude of compressor or 
turbine blades could be increased due to mistuning of the blades, 
when the vibration is excited by wakes. This analysis considered 
rather general coupling between the blades, which could be 
either aerodynamic or mechanical. If all blades are equally 
damped, the maximum factor is ^(1 + \N), where N is the 
number of blades in the disk. It was also shown that this maxi
mum factor can be achieved by an assembly in which just one 
blade is mistuned. This paper is believed to be entirely correct. 

Whitehead (1976) gave a further analysis for the case when 
the coupling between the blades is purely mechanical. It was 
alleged that, with this restriction, the greatest factor by which 
the amplitude could increase is j ( l + V(iV/2)). This will be 
referred to as "the lower factor." It has been found that the 
proof leading to the lower factor is invalid, as it was assumed 
that the responses in traveling wave mode R, where R is the 
mode number of the excitation, and in traveling wave mode (TV 
— R) were equal. This is not in general true. It was also shown 
in this paper that the lower factor can be achieved when just 
one blade is mistuned, and the coupling is purely mechanical, 
and this analysis is believed to be correct. 

The purposes of the present paper are to examine the circum
stances under which the maximum factor can be obtained, with 
general coupling, to correct the 1976 paper, and show how the 
maximum factor can be achieved in many cases with mechanical 
coupling. 

There is a substantial literature on the effects of mistuning. 
This has been reviewed by Yiu (1991), who quotes 102 refer
ences. 

Basic Theory 

Consider an assembly of N blades in an axisymmetric disk. 
It is supposed that the natural frequencies of a single blade are 
well separated, so that only a single degree of freedom per blade 
is relevant. Then all blades have mass m. The deflection of 
blade s is given by xse"', where u> is the angular frequency of 
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International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-125. Associate Technical Editor: J. N. Shinn. 

the excitation and the resulting vibration. The stiffness of the 
spring supporting the mass on blade j is /c(l + yv), where 
ys gives the mistuning of blade s. A blade reference angular 
frequency ui0 is defined, where u>l = klm. 

The coupling between blades is such that the force on blade 
s due to deflection x„ on blade u is kksllxue

,u". k is included here 
in order to make km nondimensional. For mechanical coupling 
the reciprocal theorem applies, ksu = kus, but this is not in 
general true for aerodynamic coupling, and will not initially be 
assumed. Due to the axial symmetry, ksu is a function of (s — 
u) only, and will be written &,_„. 

Due to the excitation by rotating wakes passing into the 
blades, the exciting force on blade J is kfe'"'. k is included 
here so that/, has the same dimensions as blade deflection. The 
case when there is excitation in just one traveling wave mode, 
with R nodal diameters, is considered, so that 

/ , = 8«e2 (1) 

To fix the phase reference, gR is taken real and positive. 
It will be supposed that all blades have the same damping. 

Damping is provided by hysteretic dampers with constant kbl 
iv between blade and ground. If the damping is aerodynamic, 
this is equivalent to assuming that all traveling wave modes are 
equally damped. (The case when the traveling wave modes 
have different damping factors was considered in Whitehead 
(1966).) Since the main interest is when damping and mistuning 
effects are both small, the details of how these effects are intro
duced into the model are of little importance, and this choice 
has been made on grounds of algebraic simplicity. It is then not 
necessary to assume in the theory that the damping and mistun
ing effects are small. For small damping, no coupling, and no 
mistuning, S is the logarithmic decrement of free blade vibra
tion. 

The motion can be expressed in terms of traveling wave 
modes. If the complex amplitude in mode r is yr, then the 
amplitude of blade i is given by 

= 1 yr< 
r=0 

(2) 

Equations (1) and (2) can be expressed in matrix form 

F = EG (3) 

X = EY 

where the complex matrices are 

(4) 
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X column, elements xs 

Y column, elements yr 

E square, symmetric, elements e2nlrs,N 

F column, elements fs 

G column, one nonzero real element gR in row R. 

The inverse of E is given by 

£ " ' = (1/N)E*' (5) 

where * indicates a transposed matrix, and ' indicates a complex 
conjugate. (* makes no difference in this case, since E is sym
metric.) 

The equation of motion for blade s is then 

-mio2xs = -k(l + ys)xs + kksllxu - i(k6/n)xs + kfs 

Writing p = cu2/u>l - 1, a measure of the deviation of the 
excitation frequency from the reference frequency, this can be 
written in matrix form 

( r + i6/irl - pi - K)X = F (6) 

where the matrices are 

r diagonal with real elements ys 

I unit matrix 
K square with elements ksu. 

There is a double redundancy implied here, since adding a 
real constant to the diagonal elements of T, and also adding a 
real constant to the diagonal elements of K, are both equivalent 
to altering the value of p. 

Putting Eqs. (3) and (4) into Eq. (6) and rearranging gives 
the basic equation in terms of traveling wave modes: 

(E^TE + i6/nl - pi - E~]KE)Y = G (7) 

It is convenient to write 

C = E~lKE = (l/N)E*'KE 

where C is a measure of the coupling effect on the traveling 
wave modes. The elements of C are given by 

, N- 1 N- 1 

cn = jz X X t.-.e '2*""-"0"' 

s may be replaced by the variable w = s — u. Note that all 
arithmetic on blade integers, s,u, and w, and on mode integers, 
r, v, is done modulo N. Then 

1 N - l N - l 

c _ ± V k e27rin»/N y e2,rlu(r-v)/N 
IV 
1 1 w=0 u=0 

The second sum is zero unless r = v, when it is N. Hence 

cr„ = 0, r * v, c„ — X k„e2 

w=0 

(9) 

The matrix C is therefore diagonal. The elements are the Fourier 
transform of the k„ coefficients. The real part of C can be 
interpreted as giving the change of natural frequency of the 
traveling wave mode r due to coupling effects, when there is no 
mistuning, and can be due to either mechanical or aerodynamic 
effects. The imaginary part of C gives the corresponding damp
ing of traveling wave mode r, and since all traveling wave 
modes are assumed to be equally damped, and that this damping 
is accounted for by 5, C is real and diagonal. 

so 

and 

yr = 0 r * R 

}>R = git/(i8/ir - p - cRR) 

Resonance occurs when p + cRR - 0. The ideal complex 
amplitude in mode R is 

y,d = ngR/i6 

and 

(10) 

(11) l^wl = ngs/8 

This is the amplitude on every blade. 

Work Equation 
Premultiplying Eq. (7) by Y*' and taking the imaginary part 

gives 

-Y*'Y=-\mHyR)gR = - Y \yr\
2 

where Im indicates the imaginary part. 
This equation shows that the work dissipated in the dampers 

is equal to the work done by the excitation. It can be written 

r=0 \yid\2 \yj 
(12) 

Maximum Possible Amplitude 

This section is the same as the Whitehead (1966) paper, but 
simplified to have the same damping in all traveling wave 

(°) modes. We write 

Zr = l y r l / l y j 

FromEq. (12) 

X Z2r ZR (13) 

Suppose that there is one blade, which may be chosen without 
loss of generality to be blade 0, at which all the traveling wave 
modes are in phase. This gives the greatest possible amplitude 
as 

(14) 
lyidl r = 0 

The left-hand side of Eq. (14), is now optimized subject to 
condition (13) written as an equality, since the amount of work 
into the system for a given set of zr values must be maximized, 
by adjusting the phase of yR so that it is pure imaginary and 
negative. The result is 

and 

z» = j ( l + 1/VJV) 

zr = j(l/VJV) r*R 

(15) 

(16) 

Perfectly Tuned Blades 

If ys = 0 for all J , T = 0, and from Eq. (7) 

(i8/wl - pi - C)Y = G 

From Eq. (14) the maximum possible amplification factor is 
Jiven by 

J\yu\ = j ( i + V)v) (17) 
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Realization of Maximum Amplification Factor 
In order to obtain the maximum possible amplification factor, 

all the yr components must be in phase on blade 0. Hence, from 
Eqs. (15) and (16) 

k i + I/VAO 

and 

y«/y,V( 

y,/y« = 2(l/VJV) r*R 

(18) 

(19) 

It may be noted that yr, yR and yid are all pure imaginary. 
From Eq. (2) the blade amplitudes are 

xslyid = ±e2niR"N s * 0 

*>/>« = j(VJV + 1) 

From Eq. ( 6 ) , and using Eqs. ( 3 ) , ( 4 ) , and ( 8 ) : 

( T + i6/nl - pI)X - ECY = EG 

(20) 

(21) 

(22) 

In the following, since C is diagonal, it will be more conve
nient to write c(r) instead of c „ . Also y, will be written y(s). 

Expanding Eq. (22) for s = 0 gives 

4N+ I l %' C(R) . 6 
7— X c(r) = i — 

2 2(NZ0 2 7T 

[y(0) + iblix - p] 

where the sum is over all values of r, including r = R. The 
real and imaginary parts of this give 

7= I c(r) + c(R) 
UN R=0 

r ( o ) - P = 7=r— 

iN + 1 

5<5/7r(ViV+ 1) = <5/TT 

(23) 

(24) 

Expanding Eq. (22) for s + 0 gives 

y(s) + i p 
•K iN r=n 

26 
- c(R) = i — 

•K 

where again the sum is over all values of r, including r = R. 
The real and imaginary parts of this give 

-. jv-i 

y(s) - p = -r= I c(r) cos [2TT(>- - R)s/N] + c(R) (25) 

c j N - l c 

r- X c{r) sin [2?r(r - /i)s/W] = - (26) 
2?r 2VÂ  r=0 TT 

Equation (24) implies that 6 tends to zero. It is not possible to 
actually put 6 = 0, since this would imply infinite yid. Then Eq. 
(26) gives 

N-l 

£ c(r) sin [27r(r - R)s/N] = 0 

where the sum is taken over all values of r, including r = R, 
and the equation is true for all values of s. Neglecting 6 in Eq. 
(26) implies that the damping is much less than either the 
coupling effects or the mistuning effects. 

This shows that all the odd harmonics of c(r) plotted as a 
function of (r — R) are zero, so that c(r) must be an even 
function of (r - R). Any even function will do, except a uni
form c distribution, since that would mean that the coupling 
and mistuning effects would be zero, and the damping cannot 
be made small compared to that. 

The required mistuning is then given by Eqs. (23) and (25). 
It will be noted from Eqs. (23) and (25) that y(s) is an even 
function of s. 

The relationship between y(s) and c(r) may be inverted. 
The result is 

c(r) = 7= X [y(s) - p] cos [2?r(r - R)s/N] 
iN s=0 

+ [ y ( 0 ) - p ] (27) 

for r not equal to R, and 

VAf(VAf+ 1) ,_0 

1 

IN + 1 
[y(0)-p] (28) 

The maximum amplification factor can therefore be obtained by 
arbitrarily specifying either c(r) or y(s) subject to the required 
symmetry, and the other function is then determined. 

These equations show how y(s) and c(r) are almost the 
Fourier transforms of each other, but that there are special terms 
for y ( 0 ) and c(R). Since a change of excitation frequency, or 
p , has the same effect as a uniform change to all the y(s) 
values, p can be set to 0 without loss of generality. 

The principal modes and natural frequencies of the undamped 
but mistuned assembly may be obtained by putting 6 = 0 and 
G = 0 in Eq. ( 2 2 ) , and/? then becomes the eigenvalue. Using 
Eqs. (18) to (21) for the mode shape then gives exactly Eqs. 
(23) and (25 ) . This proves that with a combination of coupling 
distribution and mistuning distribution, which gives the maxi
mum amplification factor, then at the maximum the response 
is in one principal mode of the undamped system, and occurs 
at the resonant frequency of that mode. 

Example 1 
If 

c(r) = A r 4= R 

and 

c(R) = B 

then Eqs. (23 ) and (25) reduce to 

y(o) = A + (l/ViV)(B -A) 

and 

y(s) = B + (\/JN)(B - A) s * 0 

so that all blades are mistuned by the same amount except for 
blade zero. This is the one-blade mistuned case, as in the paper 
Whitehead (1966) , apart from frequency shifts and uniform 
damping. 

Example 2 
Suppose that 

c{r) = A cos {2?r(r - R)IN] r * R 

c(R) = B 

Then Eqs. (23) and (25) reduce to 

7(0) = -A/{(jN)(jN+ 1)} + B/(JN) 

7(1) = 7 ( - l ) = A(N - 2)I{24N) + B(4N + \)/({N) 

and 

7(.?) = -A/(ViV) + B(Viv + 1)/(VA0 

if s is not 0, 1, or — 1. 
This is therefore a case of three adjacent blades mistuned. 

Figure 1 shows the coupling and mistuning distributions for the 
case N = 36, R = 6, A = 0.5, and B = 1. 
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Fig. 1 Example 2: three blades mistuned, N = 36, ft = 6 

Taking the second harmonic for the c(r) distribution instead 
of the first would require blades 2 and - 2 to be mistuned as 
well as blade 0. 

Mechanical Coupling Limitation 

If the coupling between the blades is purely a spring coupling, 
then k„ is real and the reciprocal theorem applies, kw = k-w. It 
follows that c is symmetric about the r = 0 point as well as the 
r = R point. 

Suppose that the c function has been specified over the range 
0 =s r =s R. Symmetry about the r = R point then determines 
c over the range R =s r s 2R, giving a symmetric distribution 
over 0 s r < 2R. Using the two symmetry conditions, this 
may be extended to give an infinite array of symmetrical strips 
of width 2R. 

The c distribution also has to repeat with period N. This is 
only possible if each strip consists of Q identical symmetric 
substrips of width S = 2R/Q. Then P substrips must just fill 
the total range 0 s r s JV, so that PS = 2PR/Q = JV. 

The procedure for finding for what values of R a maximum 
solution can be found for a given N is therefore as follows: 

Choose S as a factor of N, 2 < S < N. 
P = N/S. 
If S is even, choose any integer Q, 1 =s Q < IP, 
If S is odd, choose any even integer Q, 2 < Q s 2P. 
The possible values of R are then QS/2. 

As S increases there are fewer possible values of/?, but more 
freedom in the choice of the c distribution. 

Example 3 
N even, S = 2, P = N/2, R = Q can be any integer up to N. 
This shows that, at least when N is even, it is always possible 

to find a coupling distribution and a mistuning distribution that 
give the maximum possible magnification factor. The coupling 
distribution is a succession of alternating values, as shown in 
Fig. 2 for N = 36. The mistuning distribution shows just blades 
0 and N/2 mistuned. 

It follows that any attempt to prove the assertion in Whitehead 
(1976) that the lower factor of & 1 + V(W2)) is the maximum 
with mechanical coupling (R = 0 and R = N/2 excepted) must 
fail. 

Conclusions 
1 The maximum factor by which the amplitude of vibration 

of any blade can increase due to mistuning is | ( 1 + VJV). 
2 In order to obtain this maximum factor, the first condition 

is that the damping must be much less than the mistuning 
and coupling effects. 

3 In order to obtain this maximum factor, the second condi
tion is that the coupling distribution c(r) must be symmet
ric about the point r = R, where R is the excitation order, 
and the corresponding mistuning distribution y(s) must 
be symmetric about s = 0. Subject to these symmetry 
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conditions, either the coupling distribution or the mistun
ing distribution can be arbitrarily specified (except for a 
uniform distribution in either case), and the other is then 
determined. 

4 The vibration at this maximum is then in one principal 
mode of the mistuned system, and occurs at the natural 
frequency of that mode. 

5 If the coupling is purely mechanical, then an additional 
condition on c(r) is that it must also be symmetric about 
r = 0. This can only happen if the c(r) distribution con
sists of P identical symmetric substrips of width S. Partic
ular conclusions about when the maximum factor can be 
obtained with mechanical coupling are then as follows: 
5(a) R = 0 always gives a solution. 
5(b) R = Nil always gives a solution if N is even. 
5(c) If N is even, S = 2 gives solutions for all R. 
5(d) If N is prime, there is no solution except R = 0. 

6 A statement made in an earlier paper about a lower factor 
when the coupling is purely mechanical is invalid. 

7 As a practical safe upper limit, the factor j( i + JN) can 
be used as the maximum factor by which mistuning can 
increase the stress in forced vibration. 

8 There is a slight advantage in using prime integers for 
the number of blades in a row, as with purely mechanical 
coupling the maximum factor cannot then be reached, 
except for the case R = 0, in which case there is usually 
no significant excitation. 
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Friction Damping of Hollow 
Airfoils: Part I—Theoretical 
Development 
The quest for higher performance engines in conjunction with the requirement for 
lower life cycle costs has resulted in stage configurations that are more susceptible 
to high cycle fatigue. One solution is the use of innovative approaches that introduce 
additional mechanical damping. The present paper describes an approach that may 
be used to assess the benefits of friction dampers located within internal cavities of 
a hollow structure. The friction dampers used in this application are often relatively 
thin devices that, if unconstrained, have natural frequencies in the same range as 
the natural frequencies of the hollow airfoil. Consequently, the analytical approach 
that is developed is distinct in that it has to take into account the dynamic response 
of the damper and how it changes as the amplitude of the vibration increases. In this 
paper, results from the analytical model are compared with independently generated 
results from a time integration solution of a three mass test problem. Results from 
the analytical model are compared with experimental data in a companion paper. 

1 Introduction 
Modern turbines often have a greater need for increased 

damping than do older designs, yet their geometry may not 
lend itself easily to adding traditional damping devices. Many 
modern turbines have higher specific performance because they 
have eliminated blade attachments through the use of integrally 
bladed disks or integrally bladed rings. However, they have also 
eliminated the friction damping associated with the dovetails 
and firtrees. As a result, the dynamic magnification factor in 
stages with modern integrated airfoils is often a factor of two 
to five times higher than those found in older engines. This is 
especially a problem because the traditional method of introduc
ing additional damping by using underplatform dampers (Cam
eron et al , 1990) no longer works, since in the new designs 
the blades do not have platforms. In response to this need, 
engine designers have developed insert dampers that can be 
placed inside the airfoil and produce the damping needed in 
order to insure robust blade designs. 

Insert dampers are devices that fit inside blade cavities and 
produce friction damping by rubbing against the inner wall of 
the airfoil as it vibrates; Fig. 1. Modern, low-aspect-ratio blades 
often vibrate in high-frequency chordwise modes that are ex
cited by pressure defects from nearby vanes (Balaji and Griffin, 
1995). Insert dampers can be placed relatively near the tips 
of the blades and could provide effective sources of energy 
dissipation in these critical modes. However, chordwise modes 
are complex and a design tool was required for optimizing 
the damper's geometry and location. This paper discusses the 
development of such a design tool. BLDAMP, a computer code 
that can be used to calculate the damped response of blades 
containing insert dampers. 

A review of the literature through 1990 on research associated 
with modeling friction constraints in turbine blades is given in 
the paper by Griffin (1990). Of particular relevance to the work 
presented here are a series of papers involving C.-H. Menq 
and J. H. Griffin in which they developed the general concepts 
required for modeling friction constraints in harmonically ex
cited structures. In the current paper the idea of using the har-
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February 1996. Paper No. 96-GT-109. Associate Technical Editor: J. N. Shinn. 

monic balance method along with receptances to represent lin
ear substructures will be used (Menq and Griffin, 1985). In 
addition, the equations for the Fourier components of the force 
developed when the nodes across the friction interface undergo 
elliptical motion are also needed (Menq et al., 1991). In their 
1986 papers with Bielak, Menq and Griffin used a continuous 
interface model to investigate the importance of microslip quali
tatively. In this paper a quantitative microslip model is devel
oped based on contact at discrete nodes. 

This paper is organized as follows: In section 2, the basic 
theory is given. A simplified model of the blade/damper system 
is developed and the governing equations of the blade, the 
damper, and the friction interface are given. The solution 
method is summarized. In section 3, the solution to a numerical 
test problem is discussed. The last section presents a summary 
of the results and discusses some of their implications. Predic
tions based on the theory are compared with experimental data 
in a companion paper by El-Aini et al. (1996). 

2 Theory 

2.1 Modeling Simplifications. An exact analysis of the 
dynamic response of the blade /insert damper system would be 
extremely complex. For example, the blade's mode shape would 
be affected by slippage at the blade/damper interface, the higher 
harmonics generated by the nonlinear friction force would affect 
the system's response, and the damper could lose contact and 
"bounce around" inside the cavity—which could lead to cha
otic response. It would be possible to model these types of 
behavior analytically if a transient time integration solution 
method were used to compute the response. However, because 
these are lightly damped systems, the computational times for 
each frequency and amplitude condition would be extremely 
long and it would not be practical to use this approach for 
parametric studies and design optimization. The goals of this 
research are more modest. They are to develop a simplified 
representation of the problem so that it may be solved in a 
computationally efficient manner, and, yet, still provide a rea
sonably accurate model of the system's dynamic response. 

Which attributes of the system must be retained and which 
can be simplified? The blade is far stiffer than the damper. As 
a result, it will be assumed that the blade's mode shape is not 
affected by the damper, although the change in its resonant 

120 / Vol. 120, JANUARY 1998 Transactions of the ASME 
Copyright © 1998 by ASME 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Machine Pocket 
in Blade ^ 

Insert 
Damper 

Fig. 1 Schematic of an insert damper 

frequency will be computed. The damper, however, may have 
resonant frequencies near the operating point of interest and 
must be modeled as a dynamic subsystem. The harmonic bal
ance method will be used to approximate the nonlinear friction 
forces with only their first harmonic component. The procedure 
will be used to analyze the blade's response at or very near its 
resonant frequencies. The higher harmonics of the nonlinear 
force have smaller amplitudes and higher frequencies. Typi
cally, they are relatively unimportant unless they excite another 
resonant frequency of either the blade or insert damper. This 
may happen occasionally, but is not common enough to warrant 
the development of a more complex multi-harmonic balance 
analysis. An additional simplification will be the assumption 
that the blade and damper do not loose contact, and, further, 
that dynamic variations in the normal load across friction con
tact nodes will not affect the energy dissipated at the interface 
nodes. This is a reasonable approximation provided the dynamic 
variations in the normal loads are relatively small—an assump
tion that can be checked by the computer code as part of the 
post-processing of the data. 

Two other modeling issues are microslip and geometry. Mi-
croslip refers to the concept that only part of the friction inter
face may actually slip during a cycle and that the amount and 
location of the slip can depend on the amplitude and frequency 
of the system. Microslip will be modeled by representing the 
friction contact as taking place at multiple pairs of points 
(nodes) that lie across the friction interface. Thus, only some 
of the nodes may slip, while others remain stuck. The relative 
motion of the contact nodes must lie in the plane of the friction 
interface, but can be two dimensional, i.e., elliptical. The orien
tation of the friction interface between contact nodes has to be 
able to lie in any direction so that a wide variety of friction 
damper geometries can be analyzed. A Coulomb friction model 
is used to represent contact at each pair of nodes on the friction 
interface. 

2.2 Equations Governing Blade Response. If a finite el
ement formulation of the blade is used, the dynamic response 
of the blade is governed by an equation of the form 

Mx + Cx + Kx - f,, = f£, (1) 

where M is the mass matrix, C the damping matrix, K the 
stiffness matrix, x a nodal displacement vector, fd a vector repre
senting the nonlinear reaction forces from the damper, and f„ a 
vector representing the external aerodynamic forces. When 
there is no damper the blade will have natural frequencies equal 
to uij with associated mode shapes, by. 

Normally, the nonlinear equations implicitly defined in Eq. 
(1) would be solved iteratively. Here, a more efficient, inverse 

method is developed by assuming x, determining frf(x), and 
then calculating f<,. To accomplish this assume that the damper 
is relatively light and flexible and does not significantly affect 
the mode shape of the blade and that it changes the resonant 
frequency of the blade by only a small amount. Then, the blade's 
motion at resonance, with the damper inserted, is given by 

x = Abj cos (tot) and \w - ujj\ < Atu (2) 

A procedure for calculating frf(x) will be given in section 
2.4. Assume now that it can be decomposed into sine and cosine 
terms with the same frequency, i.e., 

f,, = fUc cos (cot) + tds sin (tut) (3) 

Substitution of Eqs. (2) and (3) into (1) yields 

[A(K - Mto2)bj - frf(;]cos (ut) + [-fds - AujCbj] sin (tut) 

= fec cos (tut) + fes sin (tut) (4) 

where iec and fat are the cosine and sine components of ie. 
Because of the assumption that the blade's mode shape does 

not change, Eq. (4) can be multiplied by b/- to give the modal 
equation for the system's response 

l(kj - mjUi2)A - FC(A, to)} cos (cut) - [Auicj 

+ FS(A, tu)] sin (tut) = fjc cos (tot) + fjs sin (tut) (5) 

where kh cjt and m, are the blade's modal stiffness, modal 
damping, and modal mass, respectively, and where Fc = 
b/tfc, F, = bjtu.fj, = bjUc.fj. = bjies. 

The magnitude of the external, modal force f is given by 

fj = V7F+7I (6) 
In this nonlinear problem, the resonant frequency, wr, of 

the blade/damper system is a function of the blade's modal 
amplitude, i.e., for a fixed modal amplitude, A, ur corresponds 
to the value of frequency at which the magnitude of the external 
force, fj is a minimum. From Eq. (5) , the effective damping in 
they'th mode at resonance is FJ(Auur) + cs. 

2.3 Equations Governing Damper Response. Assume 
that the damper contacts the blade at n nodes. Using receptance 
concepts (Menq and Griffin, 1985) the dynamic response of 
contact nodes of the damper is governed by an equation of the 
form 

Su = f (7) 

where ft, a 3n vector, is the displacement vector, f is the force 
vector from the blade that acts on the damper, and S is a dynamic 
stiffness matrix that is a function of frequency. The dynamic 
stiffness or impedance matrix is the inverse of the receptance 
matrix for the damper nodes and can be calculated from its 
modes. Here the elements of f are equal in magnitude but oppo
site in sign to the nonzero elements of id. 

For purposes of simplifying the presentation, assume that n 
components are normal to the contact surface and that 2« lie in 
the plane of contact. If there is no slip, then all 3n components 
of u are prescribed as equal to the corresponding ones in x. If 
there are m nodes that slip, then all n normal components and 
(In - 2m) tangential components of u are prescribed. In order 
to solve for f another 2m nonlinear constraints are required. To 
structure this requirement, partition Eq. (7) into two parts: 

[Sn 5|2 U| rf>] 
_ S21 J 2 2 _ _ U 2 _ kJ 

where u, are the displacements that are constrained to be the 
same as those of the blade (dimension 3M — 2m) and u2 are 
the displacements that are different from those in the blade 
(dimension 2m). Similarly, partition the blade's motion into 
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two parts, [u6i, ub2]
T. Then, in Eq. (8) Ui is prescribed equal 

to Ufci and f2 is a function of (u2 - u62) as described in the 
next section. Then, conceptually the solution is determined as 
follows. Since Ui is known, first, solve the second set of equa
tions in Eq. (8) for the u2 and f2, i.e., solve 

S2,Ui + S22u2 = f2(u2, u62) (9) 

Then substitute u2 in the first set of equations in Eq. (8) to 
determine fi. Once the nonlinear forces are determined the 
blade's response can be calculated from the formulation pre
sented in section 2.2. 

2.4 Model of the Friction Force. The goal of this section 
is to present an approximate method for estimating the friction 
interface forces f2. Since for a Coulomb model of friction the 
magnitude of the friction force is known, the issue is to deter
mine the direction of the nodal friction forces. The approximate 
method will be based on a procedure that interpolates between 
the stuck and fully slipping friction forces. 

First, consider the process for calculating the stuck friction 
forces in a node, i.e., the forces just prior to the node starting 
to slip. For purposes of this discussion, the nodes will be num
bered in the order that they slip. The computer algorithm starts 
with the assumption that all of the nodes are stuck. This is a 
linear problem and the solution can be scaled to determine the 
amplitude of the blade that causes the first node to slip, A]. In 
addition, it is also easy to record the friction force in the first 
node, f ltuck when it first starts to slip. Then, the amplitude of 
the blade is gradually increased until the next node starts to slip 
and A \ and f stuck are recorded. This process can be repeated 
for all of the nodes on the friction interface. 

When slip occurs, the friction force in the ith node is assumed 
to be given by Coulomb's law, i.e., 

f 2 = iiNi direc (u'b2 - ii2) (10) 

where f 2 is a two-dimension friction force vector, \i is the 
coefficient of friction, Nt is the associated normal force, direc 
is the direction function, u'b2 is the velocity of the blade node, 
and ii2 is the velocity of the damper node. If the blade's fre
quency u> is not close to one of the damper's natural frequencies 
and if the amplitude of the blade is large, then the tangential 
displacement of the damper node is small compared with the 
tangential displacement of the blade node. Under these condi
tions, the direction of the friction force that acts on the damper 
can be approximated as being in the direction of the blade's 
velocity, that is 

f 2 « f 2* = IJ.N, direc (uj,2) (11) 

where f 2* is defined as the fully slipping friction force associ
ated with the ith node. The specific equations that were used 
for calculating f 2* for two-dimensional, elliptical motion 
across nodes are Eqs. (23) and (24) of Menq et al. (1991). 

The effective friction force at the ;th node is determined by 
interpolating between the stuck and fully slipping values using 
the equation 

f^fHI + t-s(i (12) 

The interpolation functions S and D are taken from the solu
tion to the single point, friction contact problem (Griffin, 1980). 
Note that 5 is a "stiffness" interpolation function and that D 
is a "damping" interpolation function. When a friction contact 
first starts to slip, it acts primarily as a spring-type constraint, 
whereas, for large motions, the force it generates is out of phase 
with the motion and it acts as a damping element. D and S 
reflect this behavior. For example, when their argument is less 
than or equal to one, S equals one and D equals zero, i.e., the 

node is stuck. When their argument is greater than one, then S 
and D are given by 

S(p) = £ [1 - 0.5 sin (261)] and D(p) = 1 - -
TT p 

where 

6 = cos"1 ( l - - ) (13) 

and the node acts progressively more like a fully slipping con
straint as the blade's amplitude increases. 

2.5 Solution Method 

2.5.1 Normalized Results and Optimization. The normal 
force on the friction interface is developed because the damper 
is compressed by the walls of the cavity, a spring effect, or 
because of centrifugal force. In the first case the normal load 
can be changed by altering the size of the cavity and the amount 
the damper is compressed. In the latter case, the centrifugal 
force may be changed by altering the angle of inclination of 
the friction interface with respect to a radial line. Thus, the 
designer has control of the total normal load acting on the 
damper/blade interface. A parameter that may be used to opti
mize the damper's performance is the sum of the normal forces, 
N, that act on the interface, i.e., 

n 

N = X M 
i = l 

An interesting aspect of the governing equations of systems 
that incorporate Coulomb friction models is that they may be 
normalized with respect to the variable N (assuming that the 
distribution of normal loads, Nt/N, remain constant) (Cameron 
et al., 1990). The key result is that the amplitude of the blade 
divided by N is a unique function of the amplitude of the excita
tion force divided by N, i.e., 

MH <,4) 

Thus, the response of the system needs to be determined as 
a function of the magnitude of the excitation for only one value 
of N. The effect of varying N can then be determined through 
the use of Eq. (14). 

Typically, engineers do not know the magnitude of the gener
alized force that acts on the blade. Since the system is nonlinear 
and the generalized force is not known, the procedure for opti
mizing the damper's performance is not obvious. Two methods 
of viewing the data are frequently used to help optimize the 
damper's design (Cameron et al., 1990). These are force perfor
mance curves and displacement performance curves. In force 
performance curves the amplitude of peak response (divided 
by N) is plotted as a function of the amplitude of the generalized 
force (divided by N). The effect of varying TV can be seen by 
scaling both axes. Alternatively, the normalized amplitude of 
peak response can be plotted as a function of ' 'undamped peak 
response amplitude," i.e., the amplitude that the blade would 
have if the damper were not present. This is a simple transforma
tion of the force performance curve since the undamped peak 
response amplitude is directly proportional to the generalized 
force. However, the displacement performance curve has the 
advantage that the improvement in blade performance can be 
seen more directly. 

2.5.2 Algorithm. The implementation of the theory re
sulted in a computer program BLDAMP. BLDAMP uses the 
following strategies: 
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Blade 
Table 2 Properties of blade 

Fig. 2 Test problem 

Natural Frequency 100 

Modal Mass 1 

Modal Stiffness 10000 

Modal Damping Ratio 0.003 

Displacement, b [1, -0.5, 0.5] 

1 Frequency Range. Select a blade mode to be analyzed. 
Under the assumption that the nodes are not slipping the algo
rithm calculates the contribution of the damper's stiffness to 
the systems stiffness as FJA, refer to (6). This determines the 
system's peak response frequency when its amplitude is small. 
The system's response is then calculated over a range of fre
quencies centered about this stuck frequency. 

2 Amplitude Range. Select an amplitude range over which 
the damper's performance will be calculated. Typically, the 
amplitude is varied from zero to some maximum value that 
would cause the blade to crack in high cycle fatigue. Specify 
the number of amplitude increments. 

3 Calculate the Generalized Force. Start at a low value of A 
for which the damper does not slip and calculate the generalized 
force. Increment the amplitude, keep track of which nodes slip, 
and calculate the generalized force over the entire range of A. 
Repeat over the entire frequency range and develop a data base 
of/ as a function of frequency and amplitude. 

4 Amplitude and Frequency of Peak Response. For a fixed 
value of A, search over the range of frequencies to determine 
the minimum value of the generalized force,/ (min) and the fre
quency at which it occurs, ujr. Then the specified value of A is 
equal to the amplitude of peak response and uJr is the frequency 
of peak response when/ equals fnm\n) (refer to section 2.2). 

3 Example 
Consider the test problem indicated in Fig. 2. The "insert 

damper'' is represented by the three degree of freedom system. 
Its motions are given in terms of the displacements x\, x2, and 
x3. Its properties are given in terms of consistent units in Table 
1. Each damper mass is constrained through friction contact 
with the "blade." The magnitude of the friction force required 
for slip to occur across a node is 1000. The blade is assumed 
to vibrate in a mode with a specified amplitude, i.e., the motions 
of the blade at the contact points are Ubl, Ubi, and Uhi, where 
Uhi = Ah, cos (ojt), A is the amplitude of the blade's motion, 
and bj is the ith component of the blade's modal displacement. 
The properties of the blade are given in Table 2. Note that the 
natural frequency of the blade mode of interest is 100 radians 
per second, whereas the natural frequencies of the unconstrained 
damper system are 11.6, 46.8, and 71.3. Thus, the test problem 
represents the case of interest, that of a "flexible" damper in 
contact with a relatively stiff blade. 

Solutions to the test problem were generated by two methods: 
the approximate method discussed in this paper, and a more 

Table 1 Properties of clamper system 

Node # M C K 

#1 0.250 0.5 200 

#2 0.375 0.5 500 

#3 0.500 0.5 700 

exact time integration method. In the time integration method 
the transient response of the system was determined using a 
fourth-order Runge-Kutta program for specific values of blade 
amplitude, A, and frequency u>. The transient response was 
calculated until it achieved a "steady state," i.e., the response 
repeated itself to within 1 percent from one cycle to the next.' 
The steady-state modal friction force was calculated over a 
period, fd(t) = bTtd(t), and decomposed into its Fourier compo
nents using a Fast Fourier Transform subroutine in order to 
determine its fundamental harmonic component. The modal 
force acting on the blade was then calculated using Eqs. (5) 
and (6). Typical results from the time integration solution are 
shown in Fig. 3 in which the ratio of the blade's amplitude to 
the magnitude of the generalized force is plotted as a function 
of frequency for a series of different blade amplitudes. The 
amount of slip in the system increases as A, the amplitude of 
the blade, increases. The curves illustrate several interesting 
trends. The damping is clearly a nonlinear function of the ampli
tude of the blade's motion, A. In addition in this example, the 
frequency of peak response, w,., increases as the amount of slip 
increases. This is because the damper provides additional mass 
as well as stiffness and both are effectively reduced as the 
amount of slip increases. In this case, the decrease in effective 
mass has a greater effect on ujr than the decrease in stiffness 
and, consequently, u>, increases with A. 

The agreement between the time integration results and the 
results from BLDAMP is indicated by the results for A equal 
to three and four shown in Fig. 4 and for A equal to one and 
two in Fig. 5. In general, the frequency shifts and amplitude 
trends were reasonably well predicted. The largest discrepancy 
occurred for A equal to two, Fig. 5. The response is difficult to 
predict in this range of amplitude because the damping changes 

' The results were also checked for numerical convergence by taking smaller 
and smaller time steps. The results depicted in the figures corresponded to 512 
time steps per cycle of excitation. 
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Fig. 3 Response plots generated by time integration 
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Fig. 4 Comparison on time integration results and theory for blade mo
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Fig. 6 Sensitivity of response 

so quickly. For example, see the high sensitivity of the response 
to small changes in the input when A changes from 0.95 to 1.0 
to 1.05; Fig. 6. 

The goal of the designer is to predict overall damper perfor
mance trends as embodied, for example, by the damper force 
performance curve of Fig. 7. In Fig. 7 the amplitude of peak 
response is plotted as a function of the generalized force acting 
on the blade (refer to section 2.5.1 for a discussion of using 
performance curves for design). It is interesting to note that 
the high-sensitivity region in the amplitude plots corresponds 
to the flat portion of the performance curve. As a consequence, 
the difficulty associated with accurately predicting the ampli
tude is not of practical importance from the design point of 
view. It is clear that BLDAMP provides a reasonably accurate 
method for estimating the performance curve for this test 
problem. 

4 Summary and Discussion 
An approach has been developed for calculating the effect 

of insert dampers on the dynamic response of blade/damper 
systems. The problem is difficult to model and analyze because 
of a number of complicating factors: the friction provides a 
nonlinear constraint, the damper is relatively flexible and can 
respond dynamically, only part of the friction interface may 
slip, and the blade/damper interface is typically a complex 
shape defined in three dimensions. 

A number of simplifications were made to make the problem 
tractable. The mode shape of the blade was assumed constant, 
the variations in the normal loads were assumed not to affect 

the friction calculation, contact is assumed to occur only at a 
discrete set of points, a simplified friction relationship was used, 
and the harmonic balance method approximation applied. The 
resulting algorithm, BLDAMP, was computationally efficient 
and fairly robust. 

A simple test problem was developed in order to provide a 
bench mark for testing BLDAMP. The damper in the test prob
lem had multiple natural frequencies and, consequently, could 
respond dynamically. The long time response was calculated 
using time integration so no assumptions were made about the 
importance of higher harmonics and the Coulomb friction law 
was fully implemented on a time step by time step basis. Thus, 
the test problem provided a reasonable assessment of the verac
ity of the harmonic balance assumption, the procedure to ac
count for damper flexibility, and the simplified friction. In gen
eral, the agreement between the solutions to the test problem 
generated by time integration and BLDAMP was reasonably 
good. A more realistic experimental verification of BLDAMP 
is discussed in the companion paper by El-Aini et al. (1996). 

The BLDAMP computer code was developed over a four 
year period and required a number of improvements to increase 
its computational efficiency, robustness, and accuracy.2 An ad
ditional feature of the latest version is that it has an option 

2 A number of practical problems were encountered in developing the code. 
For example, for a certain number of contact nodes, how many modes of the 
damper were needed in order to have a complete basis, and how to smooth the 
input displacements from the blade's motion so as not unrealistically to excite 
the high-frequency damper modes? 
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Fig. 5 Comparison of time integration results and theory for blade mo
tions of 1 and 2 
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Fig. 7 Comparison of damper performance curves 
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where it will iteratively solve the full nonlinear friction law as 
given in Eq. (10). Typically, the computations are an order of 
magnitude slower and not nearly as robust since they involve 
solving a set of simultaneous nonlinear equations at each ampli
tude increment. In addition, the full nonlinear friction version 
usually predicts very similar results. As a consequence, design 
studies tend to be carried out with the simplified friction law 
option and the full nonlinear option used only as verification 
for few critical cases. 

As posed, the problem of solving for the dynamic response 
of an insert damper is similar to the earthquake problem in 
which one determines the dynamic response of a structure rest
ing on a vibrating foundation. The insert damper problem is 
more difficult because the friction interface is large and slip 
more strongly influences the damper's dynamic response. The 
reason for this is that for small amplitudes, the damper is con
strained and has high natural frequencies, whereas, for large 
amplitudes, it is much less constrained and has significantly 
lower natural frequencies. As a result, one finds that for a fixed 
excitation frequency the damper tends to experience a nonlinear 
resonance over a very limited range of blade amplitudes where 
its nonlinear "natural frequency" corresponds to the excitation 
frequency provided by the blade. 

The computer code BLDAMP discussed in this paper and 
the code developed by Professor Menq at Ohio State (Yang 
and Menq, 1996) are a new generation of algorithms based on 
recent developments in representing friction constraints. They 
are highly efficient and, because they utilize finite element anal
yses to describe the linear substructures, can represent complex 
structures with a high degree of structural fidelity. As a result, 
engineers now have computational tools that can help them 
understand and optimize the design of two fairly broad classes 
of frictionally constrained systems using a standard methodol
ogy. It is likely that the same methods will be employed to 
develop codes that represent other types of frictionally con
strained systems. Consequently, it is conceivable that in the 

future these tools not only will allow designers to optimize 
damping in the engine, but also to control variability and wear. 
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Friction Damping of Hollow 
Airfoils: Part II—Experimental 
Verification 
The use of hollow airfoils in turbomachinery applications, in particular fans and 
turbines, is an essential element in reducing the overall engine weight. However, state-
of-the-art airfoil geometries are of low aspect ratio and exhibit unique characteristics 
associated with platelike modes. These modes are characterized by a chordwise form 
of bending and high modal density within the engine operating speed range. These 
features combined with the mistuning effects resulting from manufacturing tolerances 
make accurate frequency and forced response predictions difficult and increase the 
potential for High Cycle Fatigue (HCF) durability problems. The present paper 
summarizes the results of an experimental test program on internal damping of hollow 
bladelike specimens. Friction damping is provided via sheet metal devices configured 
to fit within a hollow cavity with various levels of preload. The results of the investiga
tion indicate that such devices can provide significant levels of damping, provided 
the damper location and preload is optimized for the modes of concern. The transition 
of this concept to actual engine hardware would require further optimization with 
regard to wear effects and loss of preload particularly in applications where the 
preload is independent of rotational speed. Excellent agreement was achieved be
tween the experimental results and the analytical predictions using a microslip friction 
damping model. 

1 Introduction 
Turbomachinery designers have always resorted to the use 

of passive damping concepts to reduce destructive vibratory 
responses of engine flowpath components to acceptable limits. 
The most commonly known approaches are: (1) dry friction 
dampers, (2) viscoelastic dampers, and (3) impact dampers. 
Dry friction dampers are widely used in jet engine applications, 
particularly in the form of part-span shrouds on fan blades, tip 
shrouds on low-pressure turbine (LPT) blades, and platform 
dampers on high-pressure turbine (HPT) blades. Dry friction 
dampers are also applied to labyrinth seals and gears in the 
form of centrifugally loaded split rings. While design criteria 
for such dampers have been primarily empirical, recent analysis 
techniques by Griffin (1980) and Griffin and Menq (1991) 
have been developed and continue to be the focus of many 
researchers. 

Viscoelastic dampers, although easier to analyze, have infre
quently been used by turbomachinery designers in the form of 
constrained-layer treatment to nonrotating structural members. 
An example of a successful application of this technique is its 
use on a Pratt and Whitney TF30 fan inlet guide vane. However, 
sensitivity to temperature and creep has limited the use of visco
elastic treatments on rotating engine components. 

Impact dampers are the least used in engine applications. 
Analytical design methodologies are nearly nonexistent due to 
the nonlinear nature of the problem. Trial and error experiments 
by Panossian (1989) have demonstrated the benefit of using 
loose particles in the liquid oxygen (LOX) inlet splitter vane of 
the Space Shuttle Main Engine (SSME) to reduce the vibratory 
response to acceptable levels. Validation of this concept on 
rotating components is yet to be demonstrated. 

The continued pursuit of high thrust-to-weight ratio of both 
military and commercial engine designs has resulted in airfoil 
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designs that are low-aspect-ratio, hollow, and integrally bladed 
to the disk. The elimination of part-span shrouds and slotted 
attachments has resulted in lightly damped stages that are sus
ceptible to HCF durability problems. In addition, the use of 
low-aspect-ratio airfoils has resulted in responses characterized 
by high modal density of platelike modes within the engine 
operating speed range. Therefore, damping augmentation of 
these new designs has been identified as a critical need. 

In this paper, approaches to introduce damping into hollow 
air-foil-like specimens are examined with emphasis on damping 
of chordwise flexural modes. Experimental results are summa
rized and correlated to analytical predictions of a microslip 
friction damping model by Griffin et al. (Part I of this paper). 

2 Experimental Program 

2.1 Hollow Specimens. Three hollow specimens (PW10, 
PWll , and PW12) were used in this investigation with the 
main differences being in the thickness of the ribs separating 
the different hollow regions. The specimens are made of Ti-6-
4. Two separately machined halves, with the selected rib pattern 
shown in Fig. 1, are then diffusion bonded together to form the 
hollow specimen. The cavities at the tip are intentionally left 
exposed to accept a variety of damper inserts. The specimens 
are roughly 0.32 in. thick with a skin thickness of 0.062 in. in 
the airfoil section. The specimens are firmly attached to a fixture 
using five bolts through the 0.50-in.-thick section at the root. 
To characterize the modal responses of the hollow specimens, 
both NASTRAN finite element modal analyses and laboratory 
techniques, including holography, impact testing, and Stress 
Pattern Analysis by Thermal Emission (SPATE) were used to 
quantify the modes of interest as well as to define the appro
priate strain gage locations. Figure 2 is a coarse finite element 
model used to assess the modal characteristics of the specimens. 
The model is constructed using plate elements to represent the 
airfoil skins and ribs (shown as dark shaded elements). 

A comparison between the NASTRAN and holography mode 
shapes is shown in Fig. 3. The effect of placing an insert damper 
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Fig. 1 Hollow specimen with strain gage locations identified 

in the tip center cavity is studied extensively for the chordwise 
mode and to a limited extent on the first torsion mode. 

2.2 Damper Design. Four damper configurations, shown 
in Fig. 4, were designed to fit in the top center cavity, designated 
in the figure by the rectangular outline. In an ideal situation, 
validation of such a concept is accomplished in a spin rig envi
ronment. However, the limited scope of the program dictated 
that the damping investigation be conducted on a shaker table. 
This requirement has further limited the choices of how the 
damper is loaded against the hollow specimen. To compensate 
for the lack of the centrifugal loading, the dampers had to be 
spring-loaded inside the hollow cavity with varying degrees 

Hollow Cavily 

CQUAD4 

RB2 

Fig. 2 Finite element model for hollow specimens 

1787 Hz 

FIRST TORSION MODE 

5335 Hz 
WWVWWVWW\ 5492Hz 

FIRST CHORDWISE MODE 
Fig. 3 Comparison between NASTRAN and holographic mode shapes 
for specimen PW12 

of preload representative of realistic blade running conditions. 
Furthermore, the damper configurations were selected to pro
vide a range of contact locations to assess its effect on damping 
effectiveness for the different modes of interest. 

2.3 Damper Configurations and Preloads. The selected 
damper configurations are intended to provide different normal 
load distribution between the dampers and the interior walls of 
the cavity to study its effect on damping effectiveness. Each 
damper was hand formed and then heat treated to restore its 

Contract Pressure 
Distribution 

Configuration #1 

Configuration #2 

Configuration #3 

Configuration #4 

Fig. 4 Damper configurations 
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Fig. 5 Photograph of the four damper configurations Fig. 6 Specimen PW10 instrumented and mounted between fixture 
plates 

elastic characteristics. Figure 5 is a photograph of the four 
damper configurations. Three sets of dampers were made for 
each configuration to provide a matrix of preloads. Later in the 
program, an additional stiffer damper was made for configura
tion 3 to expand its database. All dampers were made of 0.020 
in. Waspaloy (AMS 5544) sheet stock, except for the fourth 
damper of configuration 3, which was made of 0.027 in. sheet. 

The damper preload for each configuration was determined 
by a static load test. Each damper is compressed from its initial 
undeformed height to the height corresponding to the inside 
dimension of the center cavity of 0.195 in. A summary of the 
damper matrix preloads is shown in Table 1. 

2.4 Test Procedure. The damping characterization tests 
were accomplished using an electrodynamic shaker to provide 
the input excitation. The hollow specimen is secured between 
two fixture plates using the five-bolt pattern illustrated in Fig. 6. 
A block diagram showing the control loop and data acquisition 
system is presented in Fig. 7. The strategy for determining the 

Table 1 Damper matrix and preloads 

Damper 
Configuration Set 

Unloaded 
Dimension 

(Inch) 

Loaded to 
0.195' 

Dimension (lbs) 

1 0.223 to 0.228 168 

1 2 0.210 to 0.215 90 

3 0.200 to 0.2.05 31 

1 0.224 to 0.250 94 

2 2 0.232 56 

3 0.210 to 0.215 29 

1 0.247 to .250 26 

3 2 0.230 to .235 19 

3 0.210 to .215 9 

4 0.250 (.027* 
thick) 

50 

1 0.202 to 0.209 177 

4 2 0.212 100 

3 0.219 50 

damper effectiveness was to measure the maximum dynamic 
stress on the hollow specimen in response to a servo-controlled 
input acceleration measured on the shaker plate. The frequency 
range of the input was chosen to include the specimen resonance 
of interest and was swept from low to high at a constant rate 
of 5 Hz/second. Different sweeps were made at input levels 
from 10 g to 60 g (single amplitude). The strain gages were 
conditioned using standard amplifiers and the measurements 
were made using the computer-controlled acquisition system. 

2.5 Damping Test Matrix. A test matrix of 211 cases 
were completed using three hollow specimens (PW10, PW11, 
and PW12) in conjunction with 13 dampers and 6 levels of 
input excitation. Repeatability tests were not included as part 
of the test matrix. Major emphasis was directed to the character
ization of the chordwise bending mode. Nearly 80 percent of 
the effort was spent on the chordwise mode and 20 percent on 
the torsion mode. The damping test matrix for specimen PW10, 
for the chordwise mode, is shown in Table 2 as an example. 

With the exception of one damper (configuration 4, set 1) 
all dampers were tested in all three hollow specimens. However, 
configuration 3 was singled out to be the most effective and, 
therefore, received the largest coverage. 

2.6 Damping Test Results. Damping test data were digi
tized and recorded on permanent electronic files. Each file con
tains frequency response spectrum data for all strain gages cov
ering the mode of interest. Peak response amplitudes are deter
mined from these response spectrum plots. 

DATA ACQUISITION SYSTEM 

fi-^pmfV 
SHAKER 

ARMATURE 

AUTOMATIC 
SHAKER 

CONTROL 
EQUIPMENT 

SHAKER POWER AMPLIFIER 

Fig. 7 Block diagram of shaker table control loop and data acquisition 
system 
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Table 2 Test matrix for specimen PW10 Specimen PW10, Chordwlte Mode 30G Input 

Sptdnwn 

Input 

Conftgun-
Itai 

1 

Gwtfguia-
•on 
2 

GonflgunHon 
3 

ConHguim-
IkM 

4 

But l ln* 
(undamptd) 

MOM 

Sptdnwn 

Input 
8 

I 

1 

8 

1 

2 

8 

1 

> 

8 

1 

1 

8 

t 

2 

8 

1 

» 

8 

1 

1 

8 

1 

2 

8 

1 

a 

8 

1 

4 

8 

1 

1 

8 

I 

2 

8 

1 

3 

But l ln* 
(undamptd) 

MOM 

PW10 

V *• •̂  *> i* 

ChOtfwIW 

PW10 

V \> t> t> r 

ChOtfwIW 

PW10 

V t* ** t> TT" K1 

^ r ChOtfwIW 

PW10 40 T" t> • » I? ** 
ChOtfwIW 

PW10 

BO ^ v> »J ^ *J 

ChOtfwIW 

PW10 

•p" V* t* ^ r 

ChOtfwIW 

A typical response spectrum plot for the chordwise mode of 
specimen PW10, with and without internal dampers, subjected 
to 30 g input is shown in Fig. 8. Comparisons of the damped 
and undamped responses indicate significant reduction in the 
peak amplitude response by an order of magnitude. The resonant 
frequency of the damped specimen has dropped from 5320 Hz 
to a range of 5075 to 5200 Hz. This 2 to 5 percent drop in 
frequency is attributed to the added damping and the additional 
damper mass. 

All damper configurations were extremely effective in sup
pressing the vibratory response of the chordwise mode. Figure 
9 compares the normalized response amplitudes for the different 
configurations. Configurations 2 and 3 provided the highest re
duction in response. This may be attributed to the fact that both 
dampers have a large contact region in the area corresponding 
to the maximum vibratory amplitude. The effect of normal load 
on peak response exhibits the traditional characteristics of fric
tion dampers, namely; the presence of an optimum normal load 
value that corresponds to the lowest peak response, as shown 
in Fig. 10. 

4800 4900 5000 5100 5200 5300 5400 5500 

Frequency (Hz) 

Fig. 8 Frequency response spectra for undamped and damped speci
men PW10: chordwise mode 

CONFI01-S»H • 

C0NFIG1-S«*2 • 

C0NFIB1-S«t3 

CONFI02-S.I1 

p CONFIG2-Sit2 

a CONFIG2-S.13 

§ C0NFIG3-S.H 

I C0NFIG3-S.t2 

C0NFIG3-Sit3 

C0NFIG3-S»t4 

C0NFIG4-S«t2 -

CONFI04-S.13 

-I- -t- -|- -t- -t~ 
S 10 IS 20 25 30 

PERCENT OF UNDAMPED STRESS 

35 

Fig. 9 PW10 damped vibratory responses as percent of undamped 
stress due to 30 g input: chordwise mode 

2.7 Correlations to Analytical Predictions. A microslip 
friction damping code based on the formulation described in 
Part I of this paper has been used to predict the damping effec
tiveness for selected damper configurations. The results of hol
low specimen PWIO with damper configuration 3 were selected 

Specimen PW10, Chordwise Mode, Configuration #3 

8 «• 

Legend 
• 60 G'« Input 

D 50 G's Input 

• 40 GJl Input 

O 30 C i Input 

A 20 G'l Input 

x l?.G.'«Jneyt 

DAMPER LOAD (POUNDS) 

Fig. 10 Effect of damper preload on vibratory stress amplitudes for 
specimen PW10: chordwise mode 
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PW10, CONFIG. #3, NUMERICAL RESULTS 

.01 .1 1 1 

EXCITATION / NORMAL FORCE 

Fig. 11 Predicted damper performance using microslip model 

for the correlation. Figure 11 shows the predicted damper per
formance characteristics for three different coefficients of fric
tion, 0.3, 0.5, and 0.7. Superposition of the test data, normalized 
by the normal load, on the predicted damper performance curve 
for a coefficient of friction of 0.3 is shown in Fig. 12. Excellent 
correlations were achieved in the range where the data were 
collected. The collapse of the data in the region corresponding 
to slip on the damper performance curve indicate that the as
sumptions of Coulomb friction principles are valid under these 
test conditions. 

3 Conclusions 
An experimental test program to investigate the effectiveness 

and viability of using internal friction dampers inside hollow 
airfoil-like specimens was conducted. In practice, the use of 
such approaches would rely on the component of the centrifugal 

PW10, CONFIG. #3, FRICT. COEF. - 0.3 

Ul 

i" 
u. 

.001 

• 

O SMS 
• SM2 
a SMI 
A 8M4 

-o-Coat.-OS, Nun 

• 
^ S ^ 0 00° 

- ^ ^ A U 

.1 1 10 
EXCITATION / NORMAL FORCE 

Fig. 12 Correlation of microslip model predictions with test data 

load to provide positive contact at all times and, therefore, avoid 
the potential loss of normal load due to wear or creep. The 
component of the centrifugal load required to provide the nor
mal load between the damper and the airfoil inside surface is 
directly proportional to the sine of the airfoil tilt angle measured 
from a radial plane perpendicular to the engine centerline. Due 
to the limited scope of the program, however, validation testing 
was conducted in a nonrotating environment with the intent 
of simulating the effect of normal loading via spring-loaded 
dampers. The resulting conclusions should, however, hold true 
for actual airfoil designs. The results of the test program indicate 
that internal dampers can provide an order of magnitude reduc
tion in response when customized for the modes of interest. 
Positioning the damper in a location that corresponds to maxi
mum relative motion is required to maximize performance. 
While damper performance is generally optimized for a given 
mode, other modes that exhibit sufficient modal deflections in 
the vicinity of the damper can also benefit but to a lesser extent. 
For example, while damper configuration 3 has provided a 92 
percent stress reduction for the chordwise bending mode the 
corresponding stress reduction for the torsion mode is in the 
range of 75 percent. The sensitivity of the response to the normal 
load was consistent with the classical characteristics of friction 
dampers. Optimum normal loads on the order of 20 lb provided 
the lowest vibratory responses. However, because of the over
whelming effectiveness of the damper, all configurations have 
demonstrated significant response reductions for all preloads 
tested. As may be expected with all friction damper applications, 
damper and/or specimen contact surfaces will experience wear. 
Provisions to minimize wear, through application of selected 
coatings or increases in thicknesses in local areas, must be 
addressed in the design phase. 

Finally, excellent agreement between the experimental test 
results and the analytical predictions of a microslip friction 
damping model has been illustrated. Both the trends of the 
normalized data and the correlation with the analytical model 
indicate that the use of the Coulomb friction principles is appro
priate for the range of excitation levels and normal loads used 
in this investigation. 
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Steady-State Response and 
Stability of Rotating Composite 
Blades With Frictional Damping 
Friction dampers are widely used to improve the performance of rotating blades. 
This paper is concerned with the steady state response and stability analysis of 
rotating composite plates in the presence of non linear friction damping. Direct 
Integration Method (DIM) and Harmonic Balance Method (HBM) are used to deter
mine the steady state response due to periodic lateral external forces. In addition, 
an alternate procedure, Hybrid Method (HM) is proposed for this analysis to substan
tiate the results from DIM and HBM. The analysis shows that the steady state response 
is a function of friction damping magnitude as well as its location besides the excita
tion frequency and the rotational speed. A stability analysis of the composite blades 
is also made by including periodic in-plane excitation using Floquet-Liapunov theory. 

Introduction 
In the design of high-speed turbo-engines, it is essential to 

minimize large vibration amplitudes of the blade to improve the 
system performance. Although this can be achieved by different 
ways, such as reduction of the excitation force, or keeping the 
resonance frequencies off the operation speed, the most effec
tive method is to use friction damping in the structural system. 
Therefore, the studies of friction damping effect are widely 
applied to reduce the vibration amplitude of blades. 

Damping is a complex phenomenon in turbine blades. The 
principal sources of damping are friction (interfacial slip), ma
terial, and aerodynamic damping (Rao, 1991). It was shown 
that interfacial slip due to Coulomb damping is the predominant 
damping compared with interfacial and aerodynamic damping 
of much lower order. Therefore, a variety of models about 
friction damping analysis have been successfully developed in 
the past. These models can be divided into two major categories: 
(1) tnacroslip models (Griffin, 1980; Sinha and Griffin, 1984; 
Srinivasan and Cassenti, 1986; Warig and Chen, 1993), and 
(2) microslip model (Menq et al., 1986a, b) . Moreover, Griffin 
(1980) and Menq and Griffin (1985), applied the harmonic 
balance method (HBM) with one-term harmonic to analyze the 
stress distribution and vibration amplitude. A technique of 
multi-term HBM was recently presented by Wang and Chen 
(1993). These studies have been successful in the analysis of 
the dynamic characteristics of stiffer and shorter blades for the 
first mode. 

In the presence of large amplitudes of rotor whirl, rubbing 
may take place between the blades and the turbine casing, e.g., 
see Rao (1995). Due to this rubbing, time-dependent in-plane 
loads are generated that may cause instability problem. 

In this paper, the Direct Integration Method (DIM) and the 
Harmonic Balance Method (HBM) are used to determine the 
steady-state response of a rotating composite plate in the pres
ence of nonlinear friction damping. In addition, an alternate 
procedure, the Hybrid Method (HM), which combines the mer
its of HBM and the trigonometric collocation method, is pro
posed to substantiate the results from HBM and DIM. 

Further, by using Floquet-Liapunov theory, the stability of 
the composite blades in the presence of in-plane periodic force 
is determined. The effects of system parameters on stability, 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-469. Associate Technical Editor: J. N. Shinn. 

such as the amplitude and frequency of in-plane and lateral 
forces, and friction damping, are investigated. 

Theoretical Analysis 

A straight uniform composite laminated blade is shown in the 
fixed axis system XYZ, rotating at a constant angular velocity 
Cl about the Z axis, xyz is a rotating coordinate system in which 
the blade is fixed at a setting angle i/>ona rigid disk of radius 
r, as shown in Fig. 1, 

An eight-noded isoparametric element using Mindlin plate 
theory is adopted. The composite laminate is assumed to be 
free from delamination and sliding between the layers. 

Kinetic Energy. The position vector of a typical point P 
on the blade (shown in Fig. 1) after deformation can be ex
pressed as: 

OP' lx\ + Id) (1) 

where [x}T = {x, y, z}, [d}T = {«, v, w}, and u, v, w are 
the displacement components in xyz system at point P. The 
angular velocity of P is Cl = {fl(, Qy, fiz}

r. The velocity of 
point P is 

v = -(OP') + fix OP' 
dt 

= [d] + [A]({x) + {d}) (2) 

where 

[A] = 
o - f i z ny 
fiz 0 - f i , . 

1 iiy 1 11% 0 

The kinetic energy T of the composite plate is: 

(3) 

Substituting Eq. (2) into Eq. (3) , the kinetic energy can be 
obtained as 

T = T2 + Tl + T0 (4) 

[ 2 - 2 su p{d}T{d}dV 
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Fig. 1 Configuration of the composite laminate blade 

Ti = / / I P^}T{A]{d}dV + ^ j p{d}T[A]{x)dV 

T0 = ij JJ P{d}T[A]T[A]{d}dV 

+ -2J j j p{x}T[A]T[A]{x}dV 

+ J JJ p{d}T[A]T[Al{x}dV (5) 

Potential Energy. The total potential energy (U) of the 
composite plate is the sum of strain energy due to plate bending 
(Ub) and that due to in-plane initial force (Up) (Timoshenko 
and Woinowsky-Krieger, 1959): 

U=Ub+U„ (6) 

U„ 

a}T{e)dV 

eg}
T[a"]{ee}dV (7) 

with {a} 1&X, Oy, 0„, a-xyi ^ y7.» ^ zx J 

= l V C r f , W,y and cr°. a ° , a"xy are initial stresses of the blade 
due to the effect of centrifugal force of the rotating system. For 
an orthotropic material, the stress-strain relationship is: 

> } = [Q]{e} (8) 

where [Q] is the transformed reduced stiffness matrix; see Ash-
ton and Whitney (1970). Substituting Eq. (8) into Eq. (6) , the 
strain energy due to bending is 

U„ = -i/U [Q]{e}dV (9) 

Finite Element. For the eight-noded isoparametric ele
ment, the coordinates at any point in the element are expressed 
as the function of nodal coordinates (see Yang, 1986) 

8 8 8 

x = X <t>*-xi y = X <t>iyi z = X 4>iZt 

which in matrix form are: 

{x) = [Nx}{x\P] (10) 

where xt, yt, z, denote the ith nodal coordinate in the global 
coordinate system, and [TV, ] is given in the appendix, { x(,P}T 

= {xi, yu zt, x2, y2, Zi, •. •, xs, y8, zs} • 
According to Mindlin's theory (1951), the displacement 

components along x, y, z axes can be expressed as 

u(x, y, t) = u0(x, y, t) + zfyx{x, y, t) 

v(x, y, t) = vQ(x, y, t) + zif>y(x, y, t) 

w(x, y, t) = w0(x, y, t) (11) 

where u0,v0, and w0 are the displacement components along x, 
y, z axes of the corresponding point in the middle plane, and 
ipx, ipy are the slopes due to bending about y and x axes. The 
degrees of freedom u0, v0, w0, ipx, 4*y a r e expressed in a similar 
manner as the combination of the nodal degrees of freedom 

8 8 

U = X 4>iui + Z l Ql'Px, 
i = l i = l 

8 8 

V = X <t>>Vi + Z S 4>ttyy, 

W X 4>iWi 
1 = 1 

{d} (12) [N2]{q) 

where {d} = [u, v, w}T, {q} = {w,, vu wu 4>x\, </>yi, . . . us, 
u8, w8, 4>xs. 4>yi)T a n d [^2 ] is given in the appendix. Substituting 
Eq. (11) into the strain-displacement relations (Timoshenko 
and Woinowsky-Krieger, 1959), we get 

£x — UiX = Uojc + Z4>x,x 

ty = Vj = V0,y + H/ly,), 

N o m e n c l a t u r e 

A = tip center response of 
the blade 

A0 = static excitation maxi
mum response of the 
blade 

A( = j'th component of the 
displacement vector 
amplitude 

a = length of the blade 
b = width of the blade 

{F}, {Fn} = excitation force vector 
and friction force vec
tor, respectively 

/0 = static lift excitation 
force 

[M], [C] , [K] = mass, damping, and 
stiffness matrix of 
global nodal D.O.F., 
respectively 

KG = stiffness of the friction damper 
{P} = excitation force vector 

Pa - in-plane force amplitude 
Pcr = buckling force due to static ex

citation 
[ Q] = transformed reduced stiffness 

matrix 
{q} = nodal displacement vector 

R = normal per load 
r = radius of rotating disk 

[S] = transition matrix of FTM 
T = kinetic energy 
U = potential energy 

v, w = displacement components in*, 
y, z directions 

Zi = displacement of friction 
damper 

a = 
[«} = 

9 = 

[e(t)) = 
Qf = 

W„i = 

in-plane force frequency 
displacement vector of nodal 
D.O.F. 
coefficient of the friction 
damper 
density of the layer 
eight-noded element shape 
function 
setting angle of the blade 
small disturbance vector 
fundamental frequency 
frequency of lateral excitation 
force 
angular velocity of disk 
nonrotating blade first natural 
frequency 
harmonic amplitudes of dis
placement 
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yxy = u,y + vJt = u0,y + Voj + z(^x,y + i/v,A) 

Jyi = v,z + Wj, = Wo., + 4>y 

T« = «.z + w,, = Wo,, + "A.« (13) 

( e} and { es } are now expressed as: 

{e} = [N,]{q} (14) 

{eg)=[N4]{q} (15) 

where [N3] and [N4] are given in the appendix. Substituting 
Eqs. (10) to (15) into Eqs. (4) , (7), and (9) and using Jacobian 
transformation, we get 

T2=lij j j p{q}T[N2]
r[N2]{q}dV (16) 

T' = / / j p{4)T[N2]
T[A][N2]{q}dV 

+ J J J p{q}T[N2]
T[A][N1]{x^}dV (17) 

J j v J p{q}TlN2]
T[A)T[A][N2]{q}dV 

f JJ pixlPVWVlAVlAUN^lxi^dV 

+ I \ v l p{q}T[N2Y{A}T[A\[N,\{x^)dV (18) 

5 J JJ {q}T[N3]
T[Q][N3][q}dV (19) 

r - i 

+ 7 

u„ 

u„ iU q}'YN4V[a°}[N4]{q}dV (20) 

The excitation force is considered to consist of three compo
nents: (1) nozzle passing harmonic force, (2) nonlinear dry 
friction force, and (3) in-plane periodic force (for stability anal
ysis). The nozzle passing force is 

(21) Fe = \ F2f cos Q,,,t 

with the equivalent nodal force given by 

{F}e = 

(22) = {F}e„ cos ilpt 

Using the Lagrangian approach, we now can obtain, 

[M]e{q) + [G]e{q] + [K]e{q) + {/,}. = {F}e (23) 

[M]e = j j j P[N2]
T[N2]dV 

[G]e = 2 j J J p[N2]
T[A][N2]dV 

[K], = ~j j j PlN2]
T[A]T[A][N2]dV 

+ j J J p[N3]
T[Q][N,]dV + J j j P[N4]

T[a°][N,]dV 

= [K,], + [K.], + [K,], 

{fc). = ~j j y I p[N2\'\A]T[A)[N,}dV{x\P} 

where the matrix [G]e is due to the Coriolis effect, [K,.]e is the 
rotary stiffness matrix, [Ke]e is the elastic stiffness matrix, and 
[KgL is the geometric stiffness matrix, [a0] is the in-plane 
stress matrix of the blade due to the centrifugal force as well 
as the external periodic in-plane force mentioned above, \fc}e 

is the centrifugal force, and {F}e is the equivalent nodal force. 
When the in-plane periodic force is considered for the stability 
analysis, [Kg]e is a function of time. 

Assembling the elemental matrices, the system equations of 
motion for the rotating blade in global coordinates can be ob
tained as: 

[M]{6} + [C]{6] + [K]{6} = {F) (24) 

where {6} denotes the displacement vector including all the 
degrees of freedom of the system and {F} is excitation force 
vector. The damping matrix in the equation above consists of 
the gyroscopic matrix [G] and structural damping is added into 
this by including r)[K], so that [C] = r)[K] + [G], 

Steady-State Response 

To determine the steady-state response in the presence of 
nonlinear dry friction damping, the system equation, Eq. (24), 
is written as 

[M}{'6} + [C]{6] + [K]{6] \F) + \F„ (25) 

where {F„} is the nonlinear friction force vector. This vector 
is determined as follows. 

(i) HBM Approximation. The steady-state solution of 
Eq. (25) with a one-term approximation is taken as 

{6} = ( a ) , cos ($V) + {b}l s in (Sy) (26) 

For the purpose of obtaining the friction force in Eq. (25), 
the system model in Fig. 2 is used where /?, fj,, and KG represent 
the normal preload, the friction coefficient of the damper, and 
its stiffness in the direction of relative motion, respectively. The 
friction damper is applied at one or several nodal locations of 
the composite plate. Following Griffin (1980) the component 
/„, at the i'th node of the nonlinear friction force vector {F„} is 
expressed as 

f KG{6, - z,) when KG\6, - z,\ ^ pR 
fm = 1 , , (27) 

(_ /J,R sign (z,) when KG \ 6, - z,• | = pR 

where z, is the displacement of the friction damper, as shown 
in Fig. 2, and 8, is the j'th nodal component of the displacement 
vector in Eq. (26). The nodal displacement can be written as 
St = A, cos 0,, where 9t = ilpt - <£, and the angle 4>t is the 
phase difference between the external excitation force and the 
response. 

'/////////////////////A '////A 

-K liiC 

M J 5i 

Fig. 2 Model of frictional damping system 
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A typical relationship between the response and the friction 
force is shown in Fig. 3; see Griffin (1980) . The damper is 
in stick and slip conditions during the EF and FG sections, 
respectively. Then the displacement of the friction damper, 

Zi, is 

where {F ,} = [fL1] + {/„,} and {F 2 } = {fL2} + {fN2}. Let 

ill 
-np[C] 

[T] 
[K] - n2

p[M] fi,[C] 
[K] - n2

p[M] 

EF : Zi = At 
Kc, 

0 s 0, < efl ID) = * '-{! ' : !:} 
p,R 

FG:z,= — + <5, &fi ^ 
KG 

Zi(8) = -z,(6 + TT) 

2\xR 
9fi = cos~ 

KGA, 

Zi can be expressed as 

Zi = af cos 6t + bf sin #, 

(28) 

(29) 

(30) 

(31 ) 

Equation (35) can then be rearranged as 

[Tl2] 

[T22] 

[ A l l {{«, 
{D2}j {{R, 

(36) 

1 p A [ I 
af =- \ Zi cos Qiddi = — - sin (20fi) + (n - 6fi) 

it Jo 7r (_2 

I f 2 * A 
bf = - z, sin 6>,rf(9, = — sin2 (6fi) 

•K Jo IT 

f„i = KG(6i - Z j ) = £G (A f - a ? ) cos 0f - tfcZ>* sin 6, 

= [Ka(A, - af) cos 4>, + KGbf sin #,] cos fy,f 

+ [KG(Ai - af) sin 0 ; - KGbf cos #,] sin Qpt 

= f'm cos f2pf + / A T 2 sin iipt (32) 

We write the nonlinear friction force vector {Fn} as 

IK) = {fm) cos j y + {fN2} sin £ y (33) 

The lateral excitation force vector {F} is expressed as 

[F] = {/ t l} cos H,f + {/L2} sin r y (34 ) 

With the help of Eqs. ( 2 6 ) , ( 3 3 ) , ( 3 4 ) , Eq. (25) becomes 

-np[C] [K]-n2
p[M]j[[bhi [{Fih} 

Fig. 3 Loop friction force versus response 
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where the subscripts 1 and 2 represent coordinates associated 
with the linear and nonlinear components, respectively. From 
Eq. (36 ) we can obtain 

\D, ( [ r 2 1 ] [ r „ ] - 1 [ r 1 2 ] ) - 1 

[Tnl {D2}) (37) 

x ( [ r 2 1 ] [ 7 l l ] - 1 { « / i {Rfl}) ( 38 ) 

Starting with linear steady-state solution for A,, the N e w t o n -
Raphson iteration method is used to solve Eq. (38 ) and deter
mine the solution for ( D 2 } . Substituting the same in Eq. ( 3 7 ) , 
{ A } is determined. 

(i i) H M Approx imat ion An alternate algorithm pro
posed is a hybrid method ( H M ) , which combines the merits of 
HBM and the trigonometric collocation method with condensa
tion techniques. Equation (25) is rearranged as 

[Mu] [Ml2] 

[M2l] [M22] [S2] 

[ C „ ] [C1 2] 

[C2 1] [C2 2] [62) 

[Kn] 

[K2l] 

[Kl2] 

[K22] 

" f { 5 , } l f { F W l 
_ 1 {<52} J \{FC

2}) 
cos Q.J 

sin ttpt + 
no } i (39) 

where the subscripts 1 and 2 represent coordinates associated 
with the linear and nonlinear components, respectively. It as
sumes that the periodic response of the system can be approxi
mately expressed as a finite Fourier series in real form as fol
lows: 

}-50-*-ii£!}-" (40) 

where Uj = jilf, fy = (p/q)flp with p and q nonzero positive 
integers such that plq is an irreducible fraction, and Nw is the 
number of Fourier series terms retained, p and q can be suitably 
chosen, depending on whether super or subharmonic solutions 
are sought. In this paper Qf is taken as flp. Substitution of Eq. 
(40) into Eq. ( 3 9 ) , with decomposition of those equations into 
the corresponding nonlinear and linear components, yields 

i([Ku\Kl2] - uj[Mn\Ml2]) 

n a n ,^( { fu i 
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+ I [ C „ | C 1 2 ] - w , nan . , 
Nw r i pc i 

X ( [EJ ] cos w,r + [Ej] sin w , r ) | , f 
J'=I 

j tan 
W;-{ f COS UJfi 

t\ = {F\} costly+{F\}$,mQ.pt ( 41 ) 
= [Hc\ cos f y + {H,} sin j y + {/„} (47) 

-[Rj] 

[/] [0] 

I ( [ ^ 2 1 | ^ 2 2 ] - toj[M2i\M22]) 

X i a HIS!} 

[£J ] = ([^2,1^22] - w,2[M2 1 |M2 2]) 

+ ujj[C2]\C22] 

sin a y 

• W ] 
[0] [/] 

(48) 

[Ej] = ([K2AK22] - ^ 2 [ ^ 2 , | M 2 2 ] ) 

+ I [C 2 1 |C 2 2 ] l-u>j t a i 

-[Rj] 

[0] [/] 

+ CJy[C21|C22] 

+ w, ui 

• [ * ; ] 

[/] 

[ « , } = {Fi: 

= {Fc
2) cos £ y + {F\] sin 0 / + {/„} (42) 

Using the harmonic balance technique, the following equa
tions can be obtained from Eq. ( 4 1 ) : 

([[K2l] - uj,[M2l]]lTn 

+ w/[C 2 1 ] [ r f ] ) 

[0] 

IF',} 

IF] 

(ai 
iaj) 

\\{F\} 

[Kn] - ujj[M„] w , [C„ ] 1~l 

-Wj[Cu] [Klx] - coj[Mu] 

[Kl2] - Uj][Ml2] L0j[Cl2] 

-L0j[Cl2] [Kl2] - uj[Mn] 

[Hc] = [F2] - ( [ [ A T 2 1 ] - w , [ M 2 1 ] ] [ r f ] 

- w,[C2 1][77]) 
{FY. 

{FY 

(49) 

(50) 

(51) 

ith) 
it'*) 

It may be noted that the subscript / shown in Eqs. (50) and 
(51) is specified for that harmonic frequency with u, = fi;). In 
general, the components/,,, of the nonlinear forcing vector [fN] 
can be 

(43) 

where the forcing vectors {F\} and {F\} are defined as Jni 

[F\ 

IF] 

({Fi)\ . , 

KG(6i + At) - )J.R -At < 5i < x, and <5, > 0 

yH Xj < &i < A, and <5, > 0 

KG(S, -A,) + fj,R x, < 6, < A, and 6, < 0 

- fj.R —A,- < Sj < Xi and <5, < 0 

It is more convenient to rewrite Eq. (43) in the following form 
and expand: 

nan n^nn^.n 
na i l Lt^iJn^n 

nail 
nan 

tai 
ia) 

•[Rj] 

[0] [I] 

[Rj] ' 

[Rj]. 

nan 
nan 

+ ~[Tj]~ 

. [0] _ 

nay)] 
nai l 

+ ~[Tj]~ 

. [ 0 ] . 

nan 
nan 

where JC( = 2KG • fj,R — A-,; see Fig. 3. 
The final step in the solution is the application of the colloca

tion technique to determine the unknown Fourier coefficients 
in Eq. ( 4 7 ) . It is easy to show that if the order of vector [fN] 
is N, then the total number of unknown Fourier coefficients in 
Eq. (47 ) is N X (2 X Nw), and the collocation points, NT, have 
to be greater than or equal to 2NW. Here, NT is taken as 2N„. 
The corresponding time interval At chosen in this study is 

(44) 
At = 

2TT 1 

{FY 

{FY. 
(45) 

Q NT 

Hence, the time at the «th collocation point can be written 

t„ = (n - 1) • At; n = 1, 2, . . . NT 

Then, the final nonlinear algebraic equations for the n th time 
collocation point are given by 

X ([Ej] cos Ujtn + [Ej] sin «*} 
[FY. 

[FY 
(46) 

= [Hc] cos n„t„ + {//,} sin Sy„ + {/„} 

n = 1,2, NT ( 52 ) 

Substitution of Eqs. (45) and (46) into Eq. (42) yields 
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The Fourier coefficients, ( a ) a n d { a h can be obtained 
by solving Eq. (52) using the Newton-Raphson iteration 
method. Substituting these coefficients back into Eq. ( 4 3 ) , one 
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can obtain the rest of the Fourier coefficients {££,} and 
U L } . 

Stability Analysis 
Consider the steady-state periodic solution of Eq. (25) to be 

{60(t)}. With a small disturbance {e(t)}, the system steady-
state response can be expressed as 

{6(t)} = lS0(t)} + {e(t)} (53) 

Substitution of Eq. (53) into Eq. (25) yields 

[M]{e{t)} + [C]{e(t)} + [K(t)]{e(t)} 

= {Fn(t, 18))} - {F„(t, {60})) ( 54 ) 

The system stability is governed by solution of Eq. (54). By 
using the first-order Taylor series expansion, Eq. (54) can be 
approximated by 

[M][e(t)} + [C){e(t)} + [K]{e(t)) 

[Gi(0]{e} + [G2(r)]{*} (55) 

[Gi(01 = 

[Q2(0] = 

d{F„) 

d{6] 

d{F„] 

016} 

( « ) = («o) 

[ « ) = {<S0> 

The linearized periodic system, Eq. (55), is rearranged as 

[M*]{e} + [C*]{e} + [K*]{e] = {0} (56) 

[C*] = [C] - [f i2(0] 

[K*] = [K] - [ f i , (0] 

The stability can be examined by solving the eigenvalues of 
the Floquet transition matrix (FTM) of Eq. (56). From the 
Floquet-Liapunov theory, the steady-state periodic response is 
stable only when the maximum absolute value of the eigenval
ues of FTM is less than one, i.e., 

|A|max < 1.0 : Stable 

|A|max a 1.0 : Unstable 

For convenience, Eq. (56) is cast into first-order form 

{<?} =[S]{q] 

{q} = [t, e } r 

(57) 

o 
3 

— H B M 
^ - -HM-one term / s 2.5 HM-three term : // s ' - -HM-f ive term // 
4) . - D I M // 
CO a 
o 2 
a // ' CO 
<u 
rt 1.5 - t j | - ; # ! V-- | • -
r - " 1 •x Y 

«J / / : • 

a '/ ,' 0 1 - -1 • •' vp- ••;•' r 

CO 

a r jX : " 

52 
a OS »- • j K s [•• 

T3 1- j r ' r 

a • ^ V ^ ^ ' 

o 0 !^ 0 
5 12 19 26 33 40 47 54 61 

Fig. 5 Comparison of HBM, HM, DIM 

[5] = [M*y 
-[C*] -[K* 

[M*] [0] 

Assuming that [L(t)] is a solution matrix of Eq. (57) with 
initial condition [L(0)] = [/], then the transition matrix is 
[L(T)] with T = lixla. The stability of the system motion can 
be determined by solving corresponding eigenvalues of FTM; 
see Jean (1990). 

Numerical Examples and Results 

Example 1. A [0/±45/90] sym composite midplane sym
metric laminate blade with a = 0.1524 m, b = 0.0381 m, t = 
0.000528 m mounted on a 0.0381 m radius disk is considered. 
The aspect ratio of the blade is 4. The material properties are 
£, = 128 GPa, E2 = 11 GPa, G12, Gl3 = 4.48 GPa, G23 = 1.53 
GPa, Poisson's ratio vn - 0.25, density p = 1.5 X 103 kg/m3. 
The stiffness of the friction damper in the direction of relative 
motion KG is taken as 3500 N/m. The lateral excitation force 
is taken to be aerodynamic in nature, which is normal to the 
upstream flow. Such a force can be determined by a flow path 
analysis in a stage (Rao, 1993). Here for simplicity, the compo
nents of such a force in the transverse and chordwise directions 
are taken as Transverse force = 1.0 X 10 Vnp' N/m2, Chordwise 
force = 5 X 10 Vnp' N/m2 . Sixteen elements are used as shown 
in Fig. 4 for the analysis with setting angle of the blade ip = 0 
deg and rotational speed Q = QAu>nl. The response is deter
mined by HBM, HM, and DIM using the Newmark method with 

59 60 61 62 64 65 

52 13 53 1 4 54 1 5 55 1 6 56 
44 45 46 41 48 49 50 51 

38 9 39 7 U 40 1 1 41 1 2,42 

29 

24 

30 31 32 33 34 35 36 31 
29 

24 5 25 O 26 7 27 8 28 

16 17 18 19 20 21 22 23 

10 1 11 2 1* 3 '3 /j_ 14 

1 2 3 4 5 e 7 8 9 

Fig. 4 Sixteen-element mesh of the composite blade 
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Fig. 6 Effect of excitation frequency with friction at nodes 60, 61, 62 
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Fig. 7 Effect of friction force applied location with ilp/(o, = 1.0 

friction forces at different nodal locations and nondimensional 
excitation frequencies. The results obtained are shown in Figs. 
6 to 8. In these figures, A0 is the static excitation maximum 
response and/0 is the static lift force in the transverse direction 
of the blade. 

Figure 5 shows the nondimensional response A /A0 at different 
nodes by different methods with the friction force applied at 
nodes 60, 61, and 62 for lateral excitation frequency Qp equal 
to the first nonrotating blade natural frequency wnl and ^Rlfa 

= 0.06. The HM one-term approximation predicted lower re
sults; a three-term approximation result rapidly converged with 
HBM as seen in the figure. The results obtained by DIM are 
upper bounded, predicting slightly higher values over HBM. 

The response of the blade tip center with friction force applied 
on nodes 60, 61, and 62 is shown in Fig. 6 as a function of 
nondimensional excitation frequency ilp/w„ i. The results show 
that the peak response occurs at Q,p > u>nl and as the friction 
is increased, the peak shifts to the right. Moreover, there is a 
crossover frequency around flp = 1.175a;,,! beyond which fric
tion increases response. 

Figures 7 and 8 show the response with nondimensional exci
tation frequencies Q,plujnX = 1 and 1.2, respectively. Five differ
ent cases with fiR/fo = 0.04 are considered and listed as follows: 

• Case 1—friction on tip nodes 60, 61, and 62. 
• Case 2—friction on nodes 53, 54, and 55 located in the 

middle of the top row of elements. 

14 

18 
-»— 

19 

15 

10 u 

7 

2 3 

20 
—•— 

21 

16, 

12 13 

2 

Fig. 9 Four-element mesh of the composite blade 

• Case 3—friction on nodes 46, 47, and 48 located below 
the nodes of case 2. 

• Case 4—friction on nodes 39, 40, and 41 located in the 
middle of the second row of elements from the top row. 

• Case 5—friction on nodes 32, 33, and 34 located below 
the nodes of case 4. 

Note that all the nodes in these cases are located adjacent to 
the central axis of the blade. The results from Fig. 7 show that 
for £IPIOJ„\ = 1, the friction force is helpful in suppressing the 
amplitude of vibration. It is also noted that damping is more 
effective when it is applied at nodes closer to the tip of the 
blade. Figure 8 indicates that friction is undesirable after the 
crossover point f2p = 1.175a;,,! in the sense that friction in
creases the response of the blade. Also friction away from the 
tip is less effective in suppressing the amplitude of vibration. 

Example 2. An external periodic in-plane force with ampli
tude P0 and frequency a is applied at the tip center of the blade 
considered in example 1 above. The blade is discretized into 
four elements as shown in Fig. 9 and KG is taken as 4000 N/ 
m. The buckling load of the blade under stationary condition 
Pcr is estimated from a = 0 and £lp = 0 to be equal to 6570 N. 

The nondimensional steady-state response obtained by 
Newmark direct integration method for a/unl = 0 . 1 and iiRI 
/o = 0.04 for three different values of lateral excitation fre
quency is given in Fig. 10 as a function of the distance from 
the root of the blade. The friction is applied on the nodes 18, 
19, and 20 and two different cases, one with no in-plane load 
and the other with 0.05 critical load are considered. It is seen 
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Fig. 8 Effect of friction force applied location with Op/to, = 1.2 

Node No. 

Fig. 10 Steady-state response for a/to„, 
and /iR/fo = 0.04 

0.1 friction at nodes 18-20 
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Fig. 13 Stability with respect to different P„/Pcr and a/ton, with friction 
force fiR/f0 = 0.1 on nodes 14-16 

that the steady-state response increases in the presence of in-
plane force. Also, the response near the stationary blade natural 
frequency is much higher and it decreases with further increas
ing lateral excitation frequency. 

The stability results obtained in accordance with the analyti
cal procedure given earlier are given in Figs. 11-13. Figure 11 
gives a map of the stability as a function of the lateral excitation 
frequency and the in-plane force amplitude for in-plane excita
tion frequency a = 0.1 times the stationary blade natural fre
quency. Also, three cases of friction are considered as indicated 
in the figure. From this figure it can be deduced that: 

1 The blade remains stable for very low lateral excitation 
frequencies even when the in-plane force is close to the 
buckling load, because of the centrifugal in-plane force 
acting on the blade. 
When the excitation frequency is increased, the magni
tude of the in-plane force is considerably reduced to keep 
the blade under stable condition. Near the resonance con
dition, the blade under stable condition can sustain magni
tudes of the in-plane force only of the order of a fifth 
of the buckling load. With increased lateral excitation 
frequency, the in-plane load the blade can carry for stable 
condition decreases further, though at a lower rate. 
For very low lateral excitation frequencies, friction seems 
to be undesirable. 

c 18 
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3 1.2 
cr <L> 1 
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0.2 

Stable 

P0/Pcr=tt2 
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0 0.5 1 1.5 2 25 3 3.5 4 

Lateral Excitation Frequency Clp/wn\ 

Fig. 12 Stability with respect to different a/w„, and flp/to„, with friction 
force fiR/fo = 0.1 on nodes 14-16 

Figure 12 shows the stability map as a function of lateral and 
in-plane excitation frequencies for P0IPcr = 0.2. It may be 
deduced from the figure that: 

1 When the in-plane excitation frequency is zero, i.e., under 
steady in-plane load, the blade is stable for frequencies 
of lateral excitation below the blade natural frequency. 

2 As the in-plane forcing frequency is increased, the lateral 
excitation frequency becomes higher for unstable condi
tions of the blade. Instability exists for low in-plane force 
excitation frequencies and high lateral force excitation 
frequencies. 

3 The stability condition is improved with higher in-plane 
force frequencies. 

The stability map of the blade as a function of in-plane force 
magnitude and frequency is given in Fig. 13 for Qp/w„\ = 1.0. 
It can be seen that for a given frequency of excitation, the blade 
becomes unstable as the magnitude of excitation is increased. 
As long as the in-plane force magnitude is less than the buckling 
load, the system remains stable for the frequency of in-plane 
excitation force is more than 0.7 times the natural frequency of 
the blade. 

Conclusion 

A three-term approximation hybrid method gives good con-
vergency with harmonic balance method. The results obtained 
by DIM are upper bounded, predicting slightly higher values 
over HBM. 

Under lateral excitation in the presence of friction, the peak 
response occurs at a frequency greater than the natural fre
quency of the blade. As the friction is increased, the peak shifts 
further to the right of the natural frequency. There is a crossover 
frequency around 1.175 times the natural frequency, beyond 
which friction increases response and is undesirable in this 
range. Damping is more effective when it is applied at nodes 
closer to the tip of the blade for frequencies of excitation lower 
than the crossover frequency and that friction away from the 
tip is less effective to suppress the amplitude of vibration for 
frequencies beyond the crossover point. 

The magnitude of the in-plane force is considerably reduced 
for larger lateral excitation frequencies to keep the blade under 
stable condition. Near the resonance condition, the blade under 
stable condition can sustain very small in-plane forces. Under 
steady in-plane load, the blade is stable for frequencies of lateral 
excitation below the blade natural frequency. Instability exists 
for low in-plane force excitation frequencies and high lateral 
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force frequencies. The stability condition is improved with 
higher in-plane force frequencies. As long as the in-plane force 
magnitude is less than the buckling load, the system remains 
stable for the frequency of in-plane excitation force more than 
0.7 times the natural frequency of the blade. 
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where 0 i , 0 2 08 denote shape functions. 
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The Effect of Squeeze Film 
Damper Parameters on the 
Unbalance Response and 
Stability of a Flexible Rotor 
There has been much research work carried out on various aspects of individual 
squeeze-film dampers (SFDs) but very little on the interplay between a damper and 
the rotating assembly of which it forms a part. In this paper, a flexible rotor-bearing 
assembly in a configuration, typical of a small centrifugal pump and incorporating 
an SFD, is investigated theoretically and experimentally from the points of view of 
forced vibration control and stability control. It is found that change in rotor unbal
ance, SFD static eccentricity ratio, and SFD supply pressure can cause significant 
movement of system resonances and vibration resulting from excessive damping. The 
provision of an SFD also delays the onset of instability and because of its nonlinearity, 
the SFD contributes more damping than can a linear damper when the vibration 
amplitude becomes large as instability develops. It is shown that this instability is 
curbed at some limit cycle, whose frequency is a system natural frequency. 

Introduction 
The squeeze-film damper (SFD) has for some years been 

widely used in rotating machinery assemblies. It has the ability 
of attenuating vibration and stabilizing the system by providing 
multidirectional damping. Broadly speaking, there are two dif
ferent configurations of the squeeze-film damper. One is the 
arrangement where a centralizing ' 'retainer'' spring, in the form 
of a squirrel cage, is connected to the outer race of its rolling-
element bearing and acts as a parallel element within the 
squeeze-film annulus. The second is a structure without a re
tainer spring, where, for a horizontal machine say, the outer 
race of the rolling-element bearing is assumed to remain at the 
bottom of the SFD clearance circle until the unbalance forces 
become large enough to create lift. 

One of the advantages of the configuration with a retainer 
spring is the ability to tune the critical speeds of the system 
away from the operating range to ensure smooth running. How
ever, when different unbalances, different SFD static eccentric
ity ratios, and different SFD supply pressures are applied, the 
system resonances will often migrate from their expected posi
tions. In particular, if SFD damping is excessive, which can 
sometimes occur with increase in the SFD supply pressure or 
in the static SFD eccentricity ratio, resonant frequencies of the 
assembly may approach the corresponding frequencies for the 
model without retainer spring. This is because the SFD "locks 
out'' the retainer spring, thus rendering it inoperative. Previous 
research work, e.g., [1] has examined the vibration performance 
of the squeeze-film damper with retainer spring while Holmes 
and Dogan [2] investigated some features of the squeeze-film 
damper without retainer spring. This paper is aimed at a direct 
comparison of the vibration performance of each of the two 
different configurations. A flexible rotor-bearing assembly in a 
configuration, typical of a small centrifugal pump and incorpo
rating an SFD, is investigated from the points of view of forced 
vibration control and stability control. The schematic diagram 
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of the assembly is shown in Fig. 1. It consists of a flexible 
stepped shaft supported in two ball bearings, one of which is 
self-aligning; the other is flexibly mounted on four supporting 
bars, constituting a centralizing spring. An SFD annulus is 
placed around the outer race of the latter ball bearing to attenu
ate rotor vibration. 

Test Rig Description 
The experimental rig used for the investigation of the perfor

mance of the squeeze-film damper replicates the assembly 
shown in Fig. 1 (a). Oil is pumped via three holes and a central 
groove into the annular clearance space of the SFD (Fig. 1 (b)). 
The shaft carries an overhung disk held by a taperlock bush. 
The drive shaft is connected to the main shaft by a flexible 
rubber coupling to isolate the test shaft from any vibration 
influence from the motor (Fig. 1(c)). 

The squeeze-film damper has a two-land geometry and is 
unsealed. Its parameters are as follows: 

Journal radius = 50 mm 

Radial clearance = 0.1 mm 

Land length = 1 0 mm 

Oil viscosity = 0.00375 Ns/m2 

The rig was first impulse tested to obtain its undamped natural 
frequencies. For the configuration with a retainer spring, in 
order to eliminate the influence of oil damping, the damper ring 
was temporarily detached from the rig. The test result at the 
SFD ball bearing is shown in Fig. 2(a) and gives a first un
damped natural frequency of 14 Hz and a second of 41 Hz. The 
retainer spring was then made inoperative by shimming the SFD 
annulus within the damper ring. The corresponding impulse test 
result is shown in Fig. 2(b) and indicates a first undamped 
natural frequency of 31.2 Hz and a second of 88.0 Hz. 

Before running, the shaft was first balanced, then the over
hung disk, and finally the two together. One of several unbal
ance masses could be screwed into the overhung disk for investi
gation purposes. In order to observe the effects of different 
levels of unbalance, this was chosen such that the nondimen-
sional eccentricity of mass unbalance Qc at the position of the 
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Fig. 1 (a) Schematic diagram of experimental rig 

Fig. 1 (fa) Detail of squeeze film damper 
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Fig. 1 (c) Detail of main shaft assembly 

overhung disk had values of 1.12, 0.649, and 0.148. Qc is de
fined as the quotient, eccentricity of mass unbalance at the 
overhung disk divided by SFD clearance. 

Squeeze Film Forces 
With reference to Fig. 3, Pr and Pe are the radial and trans

verse squeeze-film forces obtained by integrating the dynamic 

88.0 Hz 
2(a) 

Fig. 2 (a) Undamped natural frequencies of the configuration with re
tainer spring; (b) undamped natural frequencies of the configuration 
without retainer spring 

Squeeze film 

Outer race of the 
ball bearing 

Cy, bearing centre 
Cj journal centre 

Fig. 3 Squeeze film damper 

pressure distributions within the squeeze-film annulus, taking 
due account of film rupture, and a is the attitude angle of the 
shaft in the SFD annulus. This squeeze-film can be rather diffi
cult to specify, particularly with respect to its extent around the 
circumference of the rolling element bearing. This is largely 
due to cavitation in the oil, which arises when negative pressures 
are produced between rapidly separating surfaces during vibra
tion and which cannot be compensated by sufficient supply 
pressure. To achieve an understanding of the way in which 
this oil-film extent governs the vibration performance we shall 

N o m e n c l a t u r e 

c = squeeze-film damper radial 
clearance 

c„ = damping coefficient of linear 
damper 

cxx, cyy = damping coefficients of the an
nular seal in horizontal and 
vertical directions 

cxy, cyx = cross-coupled damping coef
ficients of the annular seal 

e = eccentricity in SFD 
Fx, Fy = annular seal forces in hori

zontal and vertical directions 
j = imaginary unit 

k,x, kyy = stiffness coefficients of the an
nular seal in horizontal and 
vertical directions 

kxy> Kx = cross-coupled stiffness coef
ficients of the annular seal 

L = damper-land length 
m = effective mass 

ixx,
 myy = inertia coefficients of the an

nular seal in horizontal and 
vertical directions 

Px, Py = squeeze-film forces in hori
zontal and vertical directions 

P„ Pe = squeeze-film forces in radial 
and transverse directions 

Pmp = supply pressure 
Qc = ulc 
R = damper radius 
u = eccentricity of mass unbal

ance at overhung disk 
x, y = displacements in horizontal 

and vertical directions divided 
by SFD radial clearance 

X, Y = amplitudes of displacements x,y 
X\ = vibration at overhung disk 
a = attitude angle in squeeze-film 

damper 
e = eccentricity ratio in squeeze-film 

damper = elc 
e0 = static eccentricity ratio 
r) = oil viscosity 
9 = circumferential coordinate 
X = eigenvalue 
u) = imaginary part of eigenvalue X 
f2 = angular velocity of rotor 
' = d/dt 
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consider the two classical extremes—the full (27r) film and the 
half (TT) film. 

The forces Pr and Ps are then given [3] for the short TV film 

by 

_ T)RL3TT 1 + 2e2 , 

P* = 
T]RL3TT ea' 

c 3 ( 1 - e 2 ) 3 

and for the w film [ 3 ] by 

_ ?7/?L3n 
[ a ' eg i + e ' f t ] 

(1 ) 

Experimental Result 
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Fig. 6 Vibration responses for the configuration with retainer spring 

r]RL3n 
[a'eg3 + e'gi] (2) 

where 

gi = - 2 e c o s 3 0 , (1 - e 2 c o s 2 0t)'
2 

g2 = e sin 0,[3 + (2 - 5e 2 ) cos 2 0 , ] (1 - 6 2 )^ 2 

X (1 - e 2 c o s 2 ^ , ) - 2 + iA(l + 2 e 2 ) ( l - e 2 ) " 5 ' 2 

g3 = e sin 0 , (1 - 2 cos 2 0, + e2 cos 2 0 0 ( 1 - e 2 )^ 1 

X (1 - e 2 c o s 2 0 , r 2 + <K1 - « 2 ) " 3 / 2 

tan 0, = -e'/ea' 

4> = - + tan- 1 [e sin 0,(1 - e2)~1 / 2] 

For circular orbits concentric about the centre of the SFD, 
the forces Pr and P e for the short TT film reduce to 

PB = 

Pr = 0 

r]RL\tQ. 

c 3 ( l - e 2 ) 3 ' 
(3) 

and for the -K film to 

-J-iao 
Q. ' 1 ' 120 
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0J5 

Rotating speed (rev/s) 
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Fig. 4 Fig. 5 

Fig. 4 Linear responses elOc for different values of damping coefficient 
Co 

Fig. 5 Linear responsesx,/Qc for different values of damping coefficient 
c„ 

Pr = 

P„ = 

2r)RL\Q.e 

c \ \ - e2)2 

r]RL3T:eQ 

2 c 3 ( l - e 2 ) 3 / : (4) 

The SFD parameters used here give for the lit film an effec
tive linear damping from the two lands as 

c0 = 2TTT]R(L/C)3 = 1.178 X 103 Ns /m 

For the n film, the corresponding value is 

c„ = nrjRiL/cy = 0.589 X 103 Ns /m 

These linear dampings relate only to small vibrations (e -+ 0 ) . 

Theoretical Predictions of Responses Due to Linear 
Damping Assumed at the SFD 

A great deal of intuitive experience can be gleaned from a 
linear approach to this problem. If we assume linear damping 
at the SFD position for the configuration with retainer spring, 
then a theoretical vibration analysis of the assembly using a 
transfer matrix method with ten shaft stations provides the SFD 
response curves of Fig. 4. It can be seen that as damping is 
increased, the resonant peaks change from values of 14 and 41 
rev/s , appropriate to the configuration with retainer spring to a 
value of 31.2 rev/s , appropriate to the configuration without 
retainer spring. 

Figure 5 shows the corresponding responses at the overhung 
disk position and again these changes can be seen. This time, 
however, there is a reverse sequence for curves 4, 5, and 6 in 
the lower graph, compared with these in the lower graph of 
Fig. 4. 

Experimental Results 

The Effect of the SFD Static Eccentricity Ratio. First the 
vibration for the configuration with retainer spring was exam
ined by employing different SFD static eccentricity ratios. A 
small unbalance with Qc = 0.148 was applied on the overhung 
disk. Oil was supplied to fill the SFD clearance, after which the 
supply pump was shut off to reduce the SFD damping to an 
absolute minimum. Figure 6 shows two response curves taken 
at the SFD position. With an SFD static eccentricity ratio ea at 
zero, the squeeze film damper has concentric orbits of varying 
dynamic eccentricity ratio depending on rotor speed. In this 
case, the response shows a resonance at about 40 rev/s (the 
higher undamped natural frequency) but no peak at 14 rev/s 
(the lower undamped natural frequency). By comparing with 
Fig. 2(a), it is apparent that SFD damping has completely 
suppressed the first resonance and has little effect on the position 
of the second resonance. 

When the static SFD eccentricity ratio is made unity, that is 
the retainer spring support is raised so that the SFD touches its 
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Experimental Result 
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Fig. 7 Vibration response for the configuration without retainer spring 

Experimental Result 
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Fig. 9 Vibration response for the configuration without retainer spring 

journal when stationary, then the resonance is observed to move 
to a new value of 31.8 rev/s (Fig. 6) , which is very close to the 
first undamped natural frequency of the configuration without a 
retainer spring (Fig. 2(b)). This is due to the increased SFD 
damping partially locking out the retainer spring. In the process 
it is also seen to generally reduce the response. A comparison 
of Figs. 4 (lower) and 6 shows a very similar trend and confirms 
that increased damping arises due to the increased static eccen
tricity. 

Consider now the response for the configuration without re
tainer spring. Figure 7 was obtained under the same conditions 
of oil supply and unbalance as used in Fig. 6. It is apparent that 
the position of the resonance is the same as for the configuration 
with retainer spring where the static SFD eccentricity ratio is 
unity (Fig. 6). Indeed the peak amplitude is almost identical 
and the only difference is in the breadth of the response at 
resonance. 

We now consider another case by providing an oil supply to 
the SFD at 34.5 kPa. The corresponding responses are shown 
in Fig. 8, where, for zero static eccentricity, the only resonance 
occurs at about 34 rev/s. When the static SFD eccentricity ratio 
is increased to unity, this resonance moves to a new position 
at a speed of about 31.8 rev/s. This is again the same as the 
position for the configuration without retainer spring, as shown 
in Fig. 9. Again the peak amplitude is the same and again any 
difference lies in the breadth of the response at resonance. 

From Figs. 6 to 9 there is a clear indication that the higher 
static SFD eccentricity ratio produces higher system damping, 
with a change in the position of resonance. For a static eccentric
ity ratio of unity, the presence of the retainer spring has little 
effect and the two configurations (with and without retainer 
spring) show similar vibration response curves and have virtu
ally the same dynamic performances, irrespective of supply 
pressure. This is shown by comparison of Figs. 6 and 7 and of 
Figs. 8 and 9. 

The Effect of Supply Pressure. For a static eccentricity 
ratio of zero, Figs. 6 and 8 indicate that the higher supply 
pressure produces higher system damping and that such damp
ing suppresses vibration. This is almost certainly due to main-

Experimental Result 
c-a.1mm, Qo-0.148, P*up-34.3 kP* 

naaporoa* In Horizontal Olraetlon 

ao « so 
Rotating Speed (rev/a) 

—Eo-o,o-*-6o . 1.0 

Fig. 8 Vibration responses for the configuration with retainer spring 

taining the SFD clearance full of oil. There is also a shift in 
the resonance of the configuration with retainer spring to a new 
frequency. This is thus akin to the effect of increasing the static 
eccentricity ratio in both Figs. 6 and 8. 

For concentric vibration (e0 = 0), as the supply pressure is 
increased from 0.0 Pa to 34.5 kPa, there is a shift in resonance 
position from 40.0 rev/s to around 34.0 rev/s (Figs. 6 and 8). 
It is expected that if the supply pressure is further increased, 
the resonance will finally reach a value of 31.8 rev/s, the value 
without retainer spring (Figs. 7 and 9) . For eccentric vibration 
with a static SFD eccentricity ratio of unity, increasing the 
supply pressure leads to no change in the position of the reso
nance, which remains at around 31.8 rev/s (Figs. 6 and 8). 
The reason for this is that the system damping is always high 
and is caused by the high static eccentricity ratio. As supply 
pressure and hence damping is increased, it can only reduce the 
peak value of the vibration and make no further shift in the 
resonant frequency. If we compare Fig. 7 with Fig. 9 for the 
configuration without retainer spring, a similar situation can be 
observed as in the eccentric case for the configuration with 
retainer spring. 

It can be concluded that, for the configuration with retainer 
spring, for the static SFD eccentricity ratio of unity, in the 
supply pressure range discussed (zero to 34.5 kPa), increasing 
the supply pressure can only suppress the vibration amplitudes 
but make no change in the positions of the resonance. For the 
configuration with retainer spring for the concentric case, any 
increase in the supply pressure will cause a shift in the position 
of the resonance down to a lower value, as long as it has not 
yet reached the extreme of 31.8 rev/s. 

The Effect of Unbalance. For a high-speed rotating assem
bly, it is very important to ensure that the shaft is well balanced 
and runs in a quiet regime. Unfortunately, there will always be 
some residual unbalance, which, if large enough, will cause 
severe vibration. This can sometimes lead to fracture of the 
shaft and damage to the foundation. Also it may change the 
position of the resonance for the configuration with retainer 
spring and make it unpredictable at the design stage. 

Figure 10 shows three response curves for concentric vibra
tion (e„ = 0) for the configuration with retainer spring. For low 
unbalance, say Qc = 0.148, as shown by the lowest curve, the 
position of the resonance is at about 34 rev/s. If unbalance is 
increased, Qc = 0.649, a resonance is observed at around 33 
rev/s and if unbalance is Qc = 1.12, the position is at 32 rev/ 
s. This trend can be clearly seen in Fig. 10. 

Now let us compare these curves with corresponding curves 
for the configuration without retainer spring, as shown in Fig. 
11. In the latter case, despite the increase in unbalance, the 
positions of the resonance remain the same at around 32 rev/ 
s. Thus it is concluded that for the configuration without retainer 
spring, unbalance has no effect on the position of the resonance, 
while for the configuration with retainer spring, higher unbal
ance gives rise to a resonance at a lower frequency. 

It is well known that a rotor-bearing system incorporating a 
squeeze-film damper is a nonlinear system and that the oil film 
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Fig. 10 Vibration responses for the configuration with retainer spring 

forces are nonlinear functions of journal displacement and ve
locity. As the SFD eccentricity ratio increases, the transverse 
oil-film force, which embodies the damping of the oil film, 
increases in a strongly nonlinear fashion. This increase causes 
higher damping and consequently a change in the position of 
the resonance. This is consistent with the theoretical findings 
of Fig. 4. 

Vibration in the Overhung Disk Position. A probe was 
placed at the position of the overhung disk to measure vibration 
there. For this purpose, we only take the simple case of concen
tric vibration for the system with retainer spring and the effect 
of supply pressure alone is examined. Because increasing the 
supply pressure or unbalance or the SFD static eccentricity has 
the same effect as increasing the damping, the effects of chang
ing the other two parameters can be concluded accordingly. 
Figure 12 shows two vibration wave forms recorded from the 
overhung disk position, for a rotational speed of 29 rev/s. When 
the supply pressure is zero, moderate vibration as shown in Fig. 
12(a) is obtained. If the supply pressure is increased to 34.5 
kPa, severe vibration is observed as in Fig. 12(b). In the latter 
case the vibration amplitude is nearly twice that of the former. 
This is in accord with the theoretical results of Fig. 5 (lower), 
which shows that once the damping has resulted in a fairly flat 
response (e.g., 4) then increased damping increases the height 
of the peak response (e.g., 5) . 

As discussed earlier, for the configuration with retainer 
spring, if damping in the system is high enough, the spring may 
be locked up and thus behave like the configuration without 
retainer spring. As damping is being increased, the vibration 
mode of the system thus changes from one form to another. 
This is the reason for the severe vibration at the position of the 
overhung disk resulting from increase in supply pressure and 
hence damping. 

It can thus be concluded that for the configuration with re
tainer spring, the SFD parameters have to be chosen carefully 
to make the damping level in the system neither too high nor 
too low, to avoid severe vibrations at the position of the squeeze 
film damper or the position of the overhung disk. 
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Fig. 12 Vibration at the overhung disk position for the configuration 
with retainer spring at 29 rev/s, Q„ = 0.094 

The Seal as a Promoter of Instability 
This paper continues with some comments on the role of an 

SFD in counteracting destabilizing influences in a rotating sys
tem. In some rotating assemblies such as centrifugal pumps, 
annular seals are used around the impellers. Besides their design 
function of reducing leakage flow, these seals have the potential 
to produce destabilizing forces and have a significant influence 
on the vibration and stability of the pump rotor. Generally the 
dynamic characteristics of a seal are expressed by inertia, damp
ing, and stiffness coefficients. Due to the presence of cross-
coupled force terms, some of these motion-dependent forces 
develop strong destabilizing effects, reducing the overall net 
positive damping forces acting on the rotor. 

Instability occurring in a rotating assembly can be suppressed 
effectively by increasing the positive damping in the system. 
In this respect, the squeeze-film damper (SFD) can provide a 
good solution by delaying the onset of instability. Also because 
of its nonlinearity, the SFD can contribute more damping than 
can a linear damper when the vibration amplitude becomes large 
as instability develops. 

According to Massmann and Nordmann's results [ 4 ] , the 
annular seal can be modeled by a linear system with stiffness, 
damping, and inertia coefficients. Equivalent forces can be ex
pressed as 

mxx 

0 

0 X 

y 

k k 
'Vtr 'Vcy 

k It 
"•yx "-yy 

(5) 

Fig. 11 Vibration responses for the configuration without retainer spring 

where x, y are displacements in horizontal and vertical direc
tions divided by SFD clearance. 

We shall take the inertia (m), damping (c) , and stiffness (k) 
coefficients typically for a small pump as 

mxx = niyy = 0.8 ( k g ) , 

c« = cn = 80 (Ns/m), 
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cxy = -cyx = 0.0071ft (Ns/m), 

kxx = kyy = 1.605 X 104 - 0.0001165ft2 (N/m), 

t , = -* , , = 4.365ft (N/m), 

where ft is the rotating speed in rpm. 

Stability Considerations 
In the context of Fig. 1 the seal is placed around the overhung 

disk, which represents the pump impeller. Let us again consider 
a system that incorporates a linear damper. In this case, the oil 
film forces can again be assumed to be 

Px = -c„cx, Py = -c„cy (6) 

where c„ is the equivalent damping coefficient of a linear 
damper. 

For a given operating condition, the system will be stable if 
all the eigenvalues X. that enable the eigen-equation D ( \ ) = 0 
to be satisfied are such that their real parts are negative. Even 
one root with a positive real part is sufficient to indicate unstable 
conditions. If the relation between s, the real part of the eigen
value, and the rotating speed is obtained, stability for the system 
can be assessed. A numerical search for all the roots of the 
eigen equation can be very time-consuming, and tends to lead 
to a loss of physical insight. For the eigen-equation £>(X) = 0, 
the Leonhard locus [5] retains a "feel" for the underlying 
principles. 

Consider the complex X plane and the complex D plane. The 
function D(X) maps each point in the X plane to a corresponding 
point in the D plane. The roots of the eigen-equation can be 
regarded as those points in the X plane that map to the origin 
of the D plane. A point traveling along the imaginary axis in 
the X plane, from u = 0 to w = °°, will map to a curved locus 
in the D plane known as the Leonhard locus. For a stable system 
all the roots will lie to the left-hand side of the locus in the X 
plane. This implies that the Leonhard locus will be such that 
the origin is always to its left-hand side. Thus, for stability, the 
Leonhard locus must encircle the origin, in an anti-clockwise 
direction, as u> increases from zero. At the threshold of stability 
the Leonhard locus will pass exactly through the origin of the 
D plane. 

Let us take an example to analyze the instability problem for 
the chosen rotordynamic system. The combined rotor-damper-
seal system is assumed to be supported by a linear damper with 
damping coefficient c„ being 0.589 X 103 Ns/m say, to simulate 
the linear n model for the SFD. Figure 13 shows the two Leon
hard loci for this case. It is seen that as the frequency ui increases 
the curve for ft = 65.4 rev/s encircles the origin in an anticlock
wise direction and the curve for ft = 65.5 rev/s does not. 

S u b - s y s t e m A 
(rotor-damper system) 

S u b - s y s t e m B 
( s e a l ) 

m, 

j^Squeeze-film 
damper 

*»o< " o 

* , » y Tyo>Yo 

Fig. 14 Schematic of the combined rotor-damper-seal system 

Therefore, 65.5 rev/s can be reasonably regarded as the onset 
speed for instability of the system. 

The Dynamic Stiffness Method. As an alternative, the Dy
namic Stiffness Method may also be used to analyze the stability 
of the rotordynamic system, incorporating, say, the linear n 
model of the SFD. 

Consider a composite system consisting of two subsystems 
A and B, where in this case, the subsystem A is the rotating 
assembly consisting of rotor and linear SFD damper and the 
subsystem B is the seal, as shown in Fig. 14. Subsystem A is 
isotropic. Apply forces of amplitudes Fx, and Fy, as shown at 
the overhung disk. Let the amplitudes of the responses be X 
and Y also at the disk. Then the dynamic stiffness Zx and Zy for 
the shaft at the disk may be defined as follows: 

F F 

" X v Y 
(V) 

Since the shaft is circular and isotropic and the damper is iso
tropic, these two dynamic stiffness will be complex and equal. 
They can be written as: 

- Fx F 
Zx = Zv = — = — = a + ib y X Y J (8) 

Subsystem B (the seal) has many terms and the force-deflec
tion relationships are of the form: 

L o g , , 20. M 

13.98 
IP 

» u.ee 

where 

F = 7 X + 7 Y 

Fy0 = ZyXX0 + ZyyY„ (9) 

Zxx = (kxx - mxxu}2) + iuic^ 

Zyy = (kyy ~ tUyyUJ2) + IWCyy 

£-* xy -vy lUJCxy 

£-> yx K-yx ' M-OCyx 

As explained earlier, some of the terms are functions of rotating 
speed fi. 

Now connect the two subsystems together at the mass m-x. 
At the borderline between stability and instability the system 

5.8 iB.e 13.8 L|a.e WJH vjbrate at a natural frequency and no force will be required. 
Real This condition can be expressed as: 

Fig. 13 Leonhard loci for linear analysis with c0 = 0.589 x 103 Ns/m Fx + Fxo = 0, Fy + Fyo = 0 
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Also at the connecting point 

X = A 0 , I = X0 

The following relationships can thus be established 

ZX + Z^X + ZxyY = 0 

ZY + ZyxX + Z„Y = 0 (10) 

whence 

Z — 2^*x ~^~ ^yy> — 2*( xx ^yy* "*~ ^^xy^yx ( I t ) 

= Z,(w) and Z2(w) = a0 + jb„, say (12) 

Equation (12) establishes the condition for the borderline be
tween stability and instability. 

The procedure for finding the instability onset speed is thus 
as follows: 

1 Calculate Z(u>) from a linear analysis for the subsystem 
A (the rotor and its SFD) as Z(u>) = a(ui) + jb(w). Thus, at 
the stability borderline a + jb = a„ + jb„, i.e., a = a0 + 
UK - b); 

2 Select a rotating speed Q = fii say; 
3 Find Z}(UJ) and ZQ{W) from Eq. (12) as Z,(w) or Z^w) 

= a0(w) +j'&0(a;). Plot a„(w) and (fr„ - b) = f(ui) for both 
2"i, and Za (Fig. 15(a)); 

4 Compare £><,(w) with b(w) to find a value of u; such that 
b0(u) - b(w) -» 0, and record this value of w as u, and the 
corresponding a0 as ai (Fig. 15(a)); 

5 Select another speed fl = fi2 and find another frequency 
u>\ and the corresponding a,; 

6 Plot a curve for the relation between a.\ and Wi (Fig. 
15(fc); 

7 Superimpose this curve on the curve of a(ui) (Fig. 
1500) ; 

8 Find the intersection of these two curves and record u/ 
for this intersection as w, and the corresponding value of Q, as 
fi,. This value of fl, is the instability-onset speed and w, is the 
instability-onset frequency. 

A further advantage of this procedure is that one subsystem 
(say the seal) can be maintained unaltered and the other (say 
the rotor and SFD) amended as required to provide a requisite 
instability onset speed. 

Stability Analysis. By using this dynamic stiffness method 
the stability for the whole system can now be assessed. When 
no oil is supplied, the system will become unstable at the very 
low rotating speed of 29.4 rev/s, as shown in Fig. 16(a). If 
damping with the coefficient value of c„ = 0.589 X 103 Ns/m 
is applied, the rotating speed for the onset of instability is 65.5 
rev/s, shown in Fig. \6{b). This is the case of a linear damper 
using the T model and compares accurately with the value 
obtained from the Leonhard locus. If the damping is increased 
to c„ = 1.178 X 103 Ns/m, equivalent to a linear damper using 
the 2w model, the corresponding rotating speed is increased to 
85.8 rev/s (Fig. 16(c)). It is clear that increase in linear damp
ing is beneficial in delaying the onset of instability. 
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Fig. 16(a) Dynamic stiffness diagram for linear analysis with c„ = 0 
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Fig. 15 Dynamic stiffness graphs 

At this stage the effect of the retainer spring stiffness at the 
position of the squeeze-film damper may be examined. Let us 
consider another case where all conditions are the same as used 
in Fig. 16(&) except that the retainer spring stiffness is increased 
to five times the previous value. The result is shown in Fig. 
16(d) where the instability onset speed is reduced to 36.5 rev/ 
s, well below 65.5 rev/s. The increased stiffness thus gives rise 
to a lower instability onset speed because the damper is not 
allowed to exert its original influence. 

If with the original value of retainer spring stiffness the seal 
forces are halved and the SFD clearance is increased to 0.15 
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mm to reduce the damping offered by the squeeze film damper, 
the effect of damping can be further examined as the instability 
progresses to a large dynamic eccentricity. In this case, the 
effective linear damping coefficients can be calculated as 

c„ = TTTJR(L/C)3 = 0.1745 X 103 N.s/m for the TT film 

c„ = 2nr]R(L/c)3 = 0.349 X 103 N.s/m for the 2TT film 

Without oil supplied the instability onset speed is 27.5 rev/ 
s. For the n model the onset speed is 46.3 rev/s, and for the 
27T model 65.0 rev/s. 

Let us now examine the nonlinear effect of the squeeze-
film damper, as the instability progresses. For this we need to 
establish a more comprehensive numerical method since much 
greater problems are posed in calculating a rotor response. A 
linear program can no longer be used even in an iterative fashion 
since, although the final orbit may be circular and concentric, 
its frequency will in general be unknown. Also the transient in 
reaching any final orbit will be of interest. 

In this paper a method previously described in [6] is adapted 
to the multi-degree-of-freedom assembly. For horizontal x and 
vertical y directions at stations along the shaft, denoted by a 
suffix to x,y, we write 

T, s2 = xu S3 = xu s* = y,, s5=yt, 

s6 = x2, s-, = x2, ss = y2, s9 = y2, (13) 

etc., for all stations. 
These equations of motion can be represented as a set of 

first-order differential equations 

5 ' = F(S) 

and a set of iteration formulae is obtained as 

1 
= J'l + h 

sr — S2 + (s'i + *f )h/2 

* j + i — S4 + (.s's + s? )h/2 

sTx = sl + (s7' + s'7
+l)h/2 

i«+1 = s% + {si + s"c,+ ')h/2, etc (14) 

The other variables can be obtained from the following iteration 
formula: 

n+1* + M-\;nJ"+ 

{ ' + ^(f + ,Jn+l)\ d5) 

where 

S = (Si, SS, Sj, S9, . . .)T, f = ( / 3 , / 5 , / 7 , / 9 , • 

and „,J"+I is a Jacobian matrix 

I=\hd£+dF_ hd£ + dl hd£ + df_ 
1 2 ds2 ds3 ' 2 ds4 ds5 ' 2 ds6 ds7 ' 

hdf_+dl 
2 dsg dsv 

• y 

(16) 

evaluated at . ,„ /" + 1 . 
Let us choose a rotating speed of say 50 rev/s. If a nonlinear 

n model (Eq. (2)) is considered, the system is unstable at this 
rotating speed under the linear analysis because the instability 
onset speed is 46.3 rev/s. Numerical integration of the differen
tial equations of the whole system incorporating the seal indi-

Fig. 17(a) Vibration response of the squeeze-film damper for the IT film 
model at 50 rev/s 

Fig. 17(b) Vibration response of the squeeze-film damper for the 2m 
film model at 70 rev/s 

cates the full picture of the re-stabilizing ability of the squeeze-
film damper. When the vibration amplitudes are small, the linear 
effect dominates and the system is unstable. This trend contin
ues until about flt/2u = 270 (Fig. 17(a)). After that the system 
limit-cycles and the vibration amplitudes remain unchanged. 
This is due to the nonlinearity of the squeeze-film damper. 
When the vibration amplitudes become large, the squeeze-film 
damper provides much more damping than its linear equivalent; 
this damping limits the instability and the vibration response 
stabilizes. It can also be seen that the limit-cycling frequency 
is about 17 Hz, which is the lowest natural frequency of the 
assembly, including the seal. 

For the 2-7r film model (Eq. (1)) a rotating speed of 70 rev/s 
is chosen for the comparison. At this rotating speed the system is 
again unstable under the linear analysis, the instability onset speed 
being 65.0 rev/s. Figure 11(b) shows that the vibration amplitude 
increases until Qt/2n = 170, after which point the eccentricity 
ratio stays at around 0.6 and the system becomes dynamically 
stable. In this case the limit-cycling frequency is 16 Hz. 

The stability of the system is thus affected by many elements, 
including seal forces, SFD damping, and the retainer spring stiff
ness. As an equivalent linear element, the squeeze film damper 
can effectively increase the instability onset speed of the system 
and as a nonlinear element has a strong restabilizing ability by 
providing extra damping when the instability develops. 

Conclusions 
This paper has dealt with the use of a squeeze film damper 

with a flexible rotor to control unbalance vibration, delay the 
onset of rotational instability and restabilize the system after 
initial instability has commenced. In the process the so-called 
Leonhard locus and the Dynamic Stiffness Method have been 
used to gain insight into the linear stability of the system and 
a fast numerical integration method has been used to speed up 
the time-marching computation when investigating the nonlin
ear performance. 

It is found from the experimental rig that for the configuration 
without the retainer spring, any increase in the supply pressure 
and in unbalance make no change in the speed at which reso
nance occurs. For the configuration with retainer spring, in
crease in the static SFD eccentricity ratio and/or the supply 
pressure and/or unbalance moves the position of resonance to 
a lower speed. Provided the resonance has moved to its extreme 
position corresponding to the resonance without retainer spring, 
any further increase in any of these three parameters makes no 
further change in the position of resonance. 

Consideration should thus be given at the design stage to 
such shifts of the resonance position to ensure smooth running 
for the rotating assembly. High damping may "lock up" any 

Journal of Engineering for Gas Turbines and Power JANUARY 1998, Vol. 120 / 147 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



retainer spring at the position of the squeeze-film damper and 
cause severe vibration at the position of any overhung disk. 
This can often lead to the rotor-stator friction and consequent 
damage. If there is a high level of squeeze film damping in the 
system, the retainer spring may thus lose its function such that 
the two configurations show similar dynamic performances and 
give similar response curves. 
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Vibration of a Rotor System With 
a Switching Crack and Detection 
of the Crack 
The existence of a "breathing" crack can not only cause variations in harmonic 
components but also produce extra transient components into vibration signals of a 
rotor system. In the present paper, the composition of cracked rotor vibration signals 
is studied first by some analytical methods. Based on this study, an approach of 
signal processing is suggested to detect transient components of the vibration signals 
and thereby the crack. 

1 Introduction 
A fatigue crack in the shaft of a rotor system may lead to 

catastrophic failure of the system (Schollhorn et al., 1993). 
Early detection of cracks in rotors is of significant importance 
to the reliability and the durability of many rotating ma
chines. Because of the high complexity of the problem, over 
the past twenty years, much effort has been devoted to the 
research on understanding dynamic properties and devel
oping mathematical models for rotating machinery with 
cracked shafts (Dimarogonas and Paipetis, 1983; Gasch, 
1976, 1988; Huang et al., 1993; Lee et al., 1992; Wauer, 
1990). To find effective monitoring procedures using vibra
tion signals is a major aim of this research (Gasch, 1993; 
Lee et al., 1992; Collins et al., 1991; Mayes and Davies, 
1984; Nelson and Nataraj, 1986). 

The vibration of a cracked rotor may have many features. 
An important one is that the amplitude of the second har
monic component of the vibration signal is greatly increased 
comparing with the case in which the rotor does not have 
any cracks (Davies and Mayes, 1984; Gasch, 1988). How
ever, other failures, such as misalignment, may also cause an 
increase in the amplitude of the second harmonic component 
(Lyon, 1988; Imam et al., 1989; Rao, 1991). By applying 
periodic axial impulses to a rotating cracked shaft model, 
Collins et al. (1991) suggested that extra peaks in the spec
trum are a dynamic property of the cracked shaft. The dy
namic properties of a cracked rotor passing through critical 
speed can also be used to detect the crack (Plaut and Andruet, 
1994). The rotating speed is an important factor for the de-
tectability of the crack. If the speed is near ku/n (n = 1, 2, 
3, . . ., k = 1,2 and w is the critical speed), subharmonic 
resonance may become a primary source of information about 
the crack (Dimarogonas and Papadopoulos, 1983; Huang et 
al., 1993; Kramer, 1993). The critical speed in the case of 
small crack depth is not sensitive to the crack (Lee et al., 
1992). For a relatively large crack, the changes in the natural 
frequencies can be used to detect the crack because of the 
fact that a fatigue crack can produce transient vibrations 
(Sekhar and Prabhu, 1992). 

A crack influences the local stiffness and damping of the 
rotor and changes the dynamic behavior of the rotating sys
tem. It behaves like an external exciting force to the system. 
Soffker et al. (1993) developed an observer-based method 
by which external disturbance forces produced by a crack 
can be reconstructed. It is shown by a numerical simulation 
result that a crack with depth of 5 percent of the radius of 

the rotor can be detected. This method requires mathematical 
models of both the rotor system and the crack. When the 
mathematical model of a rotor system is given, the position 
of a crack can also be located (Ratan et al., 1996). In practical 
situations, there is difficulty in obtaining accurate mathemati
cal model of a complicated rotor system. Owing to insuffi
cient knowledge about the nature of the true stiffness varia
tion due to the crack, it is also difficult to obtain an accurate 
mathematical model for the crack. 

In the present paper, the composition of cracked rotor vi
bration signals is studied with some analytical methods. 
Based on this study, an approach of signal processing is sug
gested for the detection of cracks. 

2 Composition of Cracked Rotor Vibration Signals 

The composition of the vibration signal measured from a 
cracked rotor system is mainly defined by the dynamic prop
erties of the system itself. To investigate the vibration behav
ior of cracked rotor systems, many crack models have been 
proposed (Gasch, 1993; Wauer, 1990). A common feature 
of these models is that there exists a "switching condition" 
to decide whether the additional stiffness and damping matrix 
should be added to the dynamic equation of the system. The 
additional stiffness and damping matrix represent the influ
ence of a fatigue crack on the dynamic properties of the rotor 
system. It is a function of time and the rotating speed. In 
general, the system equation of motion can be written as 

MV(t) + CV(t) + KV(t) 

= 6(Q,t)(AK(nt)v(t) + AC(nt)V(t)) +f(t, n) (i) 

where M, C, and K are mass, damping, and stiffness matrix, 
respectively; AK and AC are additional stiffness matrix and 
damping matrix produced by the crack, respectively; t represents 
time, fl is the rotating speed of the shaft, /represents unbalance 
forces and gravity, for the hinge model (Gasch, 1976) 

S(nt) 
0 When the crack closes 

1 When the crack opens 

In the stationary coordinates, if a lumped-mass model is used, 
the variation in the stiffness and the damping matrix can be 
expressed as (Gasch, 1993) 
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where H is a matrix function for defining the position of the 
crack. 

If a rotor system is linear, Eq. (1) can be recast into the state 
space equation: 

S(t) + (A + 5AA(Slt))S(t) = F(t) (3) 

where 

For a "breathing" crack, the equation is linear with respect to 
each state of the crack, i.e., the equation is piecewise linear. 
For each state of the crack, solving Eq. (3) yields (Reid, 1983) 

S(t) = $(*, t0, S)S(t0) + f $(?, T, 6)F(r)dr (4) 

where t G (t0, T] during which the crack stays in one state, 
$(f, t0, 6) is the state transition matrix. 

If the crack closes during (t0, T], the vibration signal can be 
expressed as 

S(t) = X t/jgV'-'o* + X V,/(\, -jSl)ejn' + E (5) 
/=i ;=i 

where \ , = £, + jui, £, and w, are damping coefficient and 
natural frequency of the system, respectively; £ represents com
plex conjugate part of the solution, t G (t0, T]. 

If the crack keeps opening in the time interval (to, T], Eq. 
(3) is time varying. In general, there is no analytical solution 
for the equation. If the crack is small, with the method of 
multiple scales (Nayfeh and Mook, 1979), the vibration can be 
approximately expressed as 

xo) = I u^' + n w(\ -m)<jkm 

i-l k=\ i=l 

+ 1 1 W„,J(\m + K~ jKDeW + E (6) 
m=l,n = l k=\ 

where X, are the eigenvalues of matrix A, E represents the 
complex conjugate part of the solution, Ult Vik, and Wmnk are 
coefficients determined by the system parameters and the initial 
conditions at the instant that the crack begins to open; i, k,m, 
n = 1, 2, 3, . . . . 

Equation (6) is not valid for the case of large cracks. For a 
big crack, with the rule of composition for the state transition 
matrix, by dividing the time interval (t0, t] into a sequence of 
small time interval t0 < h < h ... < t„ = t, and letting matrix 
A + AA(Qt) be constant in each such small time interval, the 
state transition matrix can be approximately expressed as (Reid, 
1983) 

*(*, to) = f l $<fc-i, h) = f l I /* W W VI (7) 
k=\ k=\ 

whereA + A A (fit) =Ak = UkAkVk, t G (tk-u **]• Substituting 
Eq. (7) into Eq. (4) yields 

so) = n t/*eW'-.' vl YOo) + G(n. 0) 
4 - 1 

+ Q(-fl, -6) + fl(fi) + R(-Q.) (8) 
n 

fi(n, 6) = 0 . 5 [ I « W *(r, h)Uk(Ak - jSiyl 

k=l 

X (1 - e(~jn+A"w^-'>) VT
k]{(M-lF)T, 0T}T 

n 

*(n) = ^QO^^u^-jny1 

*=i 

X (1 - eV'r'k-iJ) VT
k {(M-lG)T, 0T)T 

where A = diag {\i, X2 A3 , • • •. X-w}, G represents the gravity, 
and the unbalance force is F cos (Q.t + 8). It can be seen from 

Eq. (8) that the natural frequencies of the system vary with 
time. 

From this analysis, for a linear system, even though the sys
tem is at steady state, the cracked rotor vibration signal is com
posed of transient components and harmonic components. The 
transient vibration is determined by vibrations of those instants 
at which the crack opens or closes. This means that the initial 
condition of the transient vibration corresponding to different 
"breathing" of the crack may be different. If the system is 
sensitive to changes in initial conditions, the vibration generated 
by the crack may be chaotic (Moon, 1987; Miiller et al., 1994). 

It is known from Eq. (2) that a crack will destroy the symme
try of a rotor. With reference to the stationary coordinates, the 
crack will cause the coupling of vibrations in two orthogonal 
directions to be time varying. Different from asymmetric rotor 
systems, with the "breathing" of the crack, the rotor system 
behaves as though it is periodically excited by impulsive forces 
and the corresponding vibration signal contains transient com
ponents. With the properties of vibration signals, a ' 'breathing'' 
crack can also be distinguished from local rubbings between 
rotors and stators in a rotor system. In the case of the rubbing, 
the vibration signal may only record one impulse-like excitation 
in each cycle, but for the crack the signal will record at least 
two such excitations. 

Along with the continuous opening and closing, the crack 
brings energy to the system. As a result, the amplitude of the 
cracked vibration increases. Because of the material damping, 
the oil-film damping, and other kinds of damping, the energy 
of the vibration is in the same time also be dissipated. As a 
result, the initial condition will be different for each time of 
opening and closing. If the input and the dissipation of the 
energy are in a state of balance, the amplitude of the vibration 
will possibly be kept at a certain level. However, if the size of 
the crack is large enough, this balance will be destroyed and 
the level of the vibration will be increased greatly, such as the 
accident that happened in a 963-MW turbogenerator (Scholl-
ho rne ta l , 1993). 

3 Crack Detection 

With this study on the composition of the cracked rotor vibra
tion signal, besides the variation in the second harmonic compo
nent, the vibration signal generated by a fatigue crack can possi
bly be distinguished from other kinds of vibration signals by 
three features: extra transient vibration components, no fewer 
than two times of impulse-like excitations per rotation and cha
otic vibrations. Since the unbalance response of a rotor system 
with journal bearings may also be chaotic (Brown et al, 1994), 
a practical approach is to detect those transient vibrations gener
ated by the crack with a method of signal processing. In this 
paper, the Gabor transform is suggested to calculate the enve
lope of some frequency components. From the aspect of system 
theory, the response of a system to an impulsive force is the 
combination of a set of modulated signals; each carrier fre
quency is the natural frequency of the system. On the other 

S0) = vo) 
vo) 

A + SAA(ilt) = 
0 / 

M~'(K - 6(ttt)HAK(Q.t)) M~\C - 6 (tot) H AC (Sit)) 
F(t) 

{M~'f\ 
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hand, for a given carrier frequency, the envelope analysis is a 
process of demodulation. The peak on the envelope corresponds 
to the impulsive force. Hence the envelope can reveal the pattern 
of transient vibration components. 

Methods of vibration signal processing are important tools 
of many machinery condition monitoring and fault diagnosis 
(MCMFD) systems, especially for turbine machines (Lyon, 
1988; Ericsson, 1985). The vibration signal processing can use 
the facilities of existing MCMFD systems and reduce the cost 
for equipping extra instruments. Although vibration signal pro
cessing has obtained wide application in mechanical engi
neering areas for identifying damage (Lyon, 1988; McFadden 
and Zheng, 1993), it is relatively new for the purpose of de
tecting cracks in rotors. 

There are many methods of signal processing available for 
detecting transient components. Among them are the short-time 
Fourier transform, the Gabor transform, and the wavelet trans
form. These transforms can all be considered as a class of 
windowed Fourier transform because their kernels are com
posed of a time domain window function and a frequency func
tion. An interpretation of these methods is the envelope analysis 
(Zheng and McFadden, 1994). A common problem of these 
methods is that they do not have simultaneous high time and 
frequency resolution (Chui, 1992). The vibration signal of a 
rotor system, especially turbo-machinery, is generally domi
nated by harmonics of rotating speed and sub- or superharmon-
ics produced by nonlinearities of journal bearings. If these har
monics are not removed from the signal, because of the problem 
in the resolution, the transient components may be masked and 
cannot be resolved. 

Harmonic components can be removed with the aid of the 
Fourier transform and the inverse Fourier transform. Any finite 
duration discrete signal s(n)(n = 1,2,3, ..., N) can be repre
sented by a discrete Fourier transform as (Oppenheim and Will-
sky, 1983) 

N 

s(n) = X ake
M2*'N)" (9.a) 

where 

1 N 

ak = - £ s(n)e-M2,"N)" (9i>) 

After obtaining ak(k = 1, 2, 3, . . . TV) with Eq. (9.b) or a N 
point discrete Fourier transform, let those Fourier transform 
coefficients whose subscripts k satisfy the following equation: 

be zero. In Eq. (10), N0 is the number of samples per rotation, 
m = 1, 2, 3, . . . M represents the order of harmonics. Recon
structing the signal with Eq. (9.a) or an N-point inverse Fourier 
transform, the harmonics are removed from the signal and the 
residual signal will not contain harmonics. As a result, only the 
transient components are kept. The residue is a reconstruction 
of the transient components produced by the crack. 

At steady state, if there are no other forces that can excite 
transient vibrations to the system, the residual signal is the 
collection of all transient components produced by the crack. In 
practical situations, the signal may be contaminated by noises. 
Because the crack may open and close in a random way, the 
time domain average method, a widely used method in most 
machinery condition monitoring and fault diagnosis systems, 
may be not suited to removing noises. An effective approach 
is to let the residual signal pass through a bandpass filter or a 
lowpass filter with the consideration that most of the energy of 
the noises is distributed in a high-frequency range. Since the 
Gabor transform has the function of bandpass filter (Zheng 

Journal of Engineering for Gas Turbines and Power 

and McFadden, 1994), this can be done along with the Gabor 
transform. 

The definition of the discrete Gabor transform is 

A(m,fk) = [ £ (s(n)e-a0"-")2)e-J2*S*'N"] e'2*'."*" (11) 
n 

where fk is a central analysis frequency, m is the central analysis 
time, s(n) is vibration signal, N is the number of samples used 
in the Fourier transform for calculating fk from the measured 
signal, the parameter a determines the width of the time domain 
window (Chui, 1992). In Eq. (11), m and n are positive integers 
corresponding to the sampling number of the signal. Basically, 
the Gabor transform provides a bank of band-pass filters, whose 
central frequencies are the central analysis frequencies and 
widths are the width of the window function in the frequency 
domain. The envelope of the signal is 

E(m,fk) = \A{m,fk)\ (12) 

We substitute the vibration signal studied in section 2 into 
Eq. (12). If it is supposed that the length of the signal covered 
by the time domain window is short enough that the signal can 
be taken as stationary, then the vibration signal can be rewritten 
as 

s(n) = £ S, cos (ujinAt + a,) (13) 

where At is the sampling interval and u>, represents frequency. 
If the width of the frequency domain window is also narrow 
enough, the result of the transform will have the form 

\A(m,fk)\ = \C,Si[cos(u),t + a,) 

+ jSin(uJit + «,)] | = \C,S,\ (14) 

where C, is a function of the parameters of the window function. 
In this way, for a given central analysis frequency, by moving 
the time domain window along the time axis, the envelope of 
the corresponding frequency component can be obtained. If this 
frequency component is a transient component produced by the 
crack, for each rotation of the rotor, there will be at least two 
high peaks on the envelope. 

A difficulty in the Gabor transform is the choice of parameter 
a. It is known from the results of section 2 that the cracked 
rotor vibration signal contains transient components of the form 
u(t - ts) exp ( -£ , / ) cos (ujjt), where u(t — Q is a step function 
and f.v is the instant at which the crack changes its state. The 
spectrum of such a component will consist of a broad peak 
reaching its maximum value around w,, but extending over the 
whole frequency domain. The vibration signal of a rotor system 
is certain to contain a great number of such components. Due 
to the width of the frequency domain window, other transient 
components may interfere, so the choice of parameter a should 
also take the requirement on the frequency domain window 
into consideration. When a rotor system is at steady state, it is 
recommended that 

a = - 4 1ne/ r 2 (13) 

where e is a very small positive value, usually chosen as 0.001; 
T is the number of samples for each rotation. 

If the natural frequencies of a rotor system are given and 
they can be identified from the spectrum of the vibration signal, 
these natural frequencies should be chosen as the central analy
sis frequencies. In other situations, high peaks in the spectrum 

unbalances here 

Fig. 1 Rotor model 
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Fig. 2 Numerical example: (a) vibration without crack; (b) vibration with crack (solid line: signal; dashed 
line: residual signal); (c) spectrum of cracked vibration; (d) spectrum of the residual signal; (e) 31 Hz 
frequency component and its envelope of vibration signal (solid line: frequency component; dashed line: 
envelope); (1) envelope of 30 Hz frequency component 

can be chosen as the central analysis frequencies. The central 
analysis time should be the same as those time instants at which 
the signal is sampled. 

4 Applications of the Signal Processing Method 
The first application is a numerical example. Since the present 

work is not for discussing crack models, although there are 
many crack models (Wauer, 1990), a simple model suggested 
by Gasch (1976) is chosen. It is a "switching" model. The 
"switching function" in stationary coordinates is given in an 
explicit form by Soffker et al. (1993). The shaft model of 
Soffker et al. is used. A difference is that the bearings have 
different dynamic coefficients. This model is a lumped-mass 
model, as shown in Fig. 1; the details are listed in the appendix. 
A crack is located at the fourth lumped mass counted from the 
left. Two unbalances are located at the second and sixth lumped 

mass, counted from the left. The shaft is supported by two 
identical bearings, which have cross-coupled stiffness and 
damping. The dynamic coefficients of the bearings are listed in 
the appendix. The natural frequencies of the uncracked system 
are: 

4.16 Hz, 4.23 Hz, 16.68 Hz, 16.75 Hz, 30.98 Hz, 31.05 Hz, 
44.09 Hz, 44.15 Hz, 55.09 Hz, 55.16 Hz, 63.40 Hz, 63.47 Hz, 
68.56 Hz, 68.63 Hz, 70.20 Hz, 70.23 Hz 

Considering the fact that most turbomachines rotate at a con
stant speed during most of their operating time, let the shaft 
rotate at a constant speed 1500 rpm. 

The crack is a transverse one with a depth of 10 percent of 
the shaft radius. The vibration is simulated with a Runge-Kutta 
algorithm provided by MATLAB. The lateral vibration in the 
vertical direction at the left bearing is measured. Figures 2(a) 

152 / Vol. 120, JANUARY 1998 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Disk 

Bearing 17 Coupling Crack 

To Motor 

Fig. 3 Test rig for cracked rotor-bearing system vibration 

and 2(b) are the time history before and after the crack oc
curred. It can be seen by comparing Fig. 2(a) with Fig. 2(b) 
that after the crack occurred, the amplitude of the vibration is 
increase greatly. 

The spectrum of the cracked vibration signal is depicted in 
Fig. 2(c). It can seen from this diagram that the signal is 
dominated by harmonics. Figure 2(d) is the spectrum of the 
signal after harmonic components are removed. Some frequen
cies of the residual signals are approximately the natural fre
quencies of the system, but some others are not. Figure 2(b) 
also contains the residual signal. An envelope of the residual 
signal is shown in Figs. 2(e) and 2(f) (the central analysis 
frequency is 31 Hz). The envelope is composed of a train of 
regular spaced peaks, approximately two peaks for each rota
tion. These peaks have different height. This is a feature of 
cracked rotor vibration. 

The second application is an experiment made on a rotor-
bearing system test rig. The diameter of the rotor is 80 mm. A 
transverse fatigue crack was produced on a fatigue test machine 
after about 50 hours of continuous operation. The depth of the 
crack is about 0.25 of the diameter. The position of the crack 
is shown in Fig. 3. After the crack was produced, the shaft 
was dynamically balanced to remove unbalances. Figure 4(a) 
shows the vibration signal measured at the far right bearing in 

the vertical direction. The residual signal is also shown in Fig. 
4(a). Obviously, besides harmonic components, the signal also 
contains some transient components. Figure 4(b) shows the 
spectrum of the signal. During the measurement, the system 
was at steady state and the rotating speed was 1800 rpm. 

Figures 4(c) and 4(d) are 73 Hz frequency component and 
its envelope. Obviously, in each cycle, there are approximately 
two peaks on the envelope. 

5 Discussions 

Removing harmonics of the rotating speed from vibration 
signals is necessary for the detection of cracks. Although a 
crack may cause a variation in the amplitude of some harmonics, 
considering the fact that vibration signals of a practical rotor-
bearing system may generally be dominated by harmonics pro
duced by nonlinearity of bearings and some other failures may 
also cause an increase in the amplitude of the harmonics, it is 
not proper to choose the variation in the harmonics as a major 
symptom for the crack detection. 

The "breathing" of a crack excites transient vibration to the 
system. Although the time-varying properties of the stiffness 
and damping parameters caused by the crack will change the 
natural frequencies of the system, in an early stage of the crack, 
this change may be so small that can be neglected. Thus these 
transient components may still be distributed at the location of 
natural frequencies of the system on a joint time-frequency 
plane. To detect a fatigue crack from the changes in the natural 
frequencies may be not suited to the early detection. 

The problem of the Gabor transform is that it does not have 
simultaneous high resolution in both the time domain and the 
frequency domain. As a result, an interpretation of the transform 
will be to approximate all transient components in a given fre
quency band with one transient component A(t) exp (juit) (u> 
is the central analysis frequency and A(t) is the envelope). The 
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Fig. 4 Experimental example: (a) vibration with crack (solid line: residual signal; dashed line: signal); 
(b) spectrum of cracked vibration; (c) 73 Hz frequency component and its envelope of vibration signal (solid 
line: frequency component; dashed line: envelope); (d) envelope of 73 Hz frequency component 
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pattern of the envelope is important to the correct detection of 
a fatigue crack. Having at least two peaks for nearly every 
rotation on the envelope of a transient component is an im
portant feature of the cracked rotor vibration signal. This feature 
enables it to be distinguished from other vibrations, such as 
those produced by asymmetric shafts or rubbings between rotors 
and stators. 

6 Conclusion 
An advantage of the signal processing method in the detection 

of fatigue crack is that it does not require much knowledge 
about a machinery system, such as mathematical model and 
natural frequencies. The method proposed in the present paper 
only requires the knowledge on the pattern of the envelope of 
the transient components. With the Gabor transform, the enve
lope of the transient component is obtained. 

The vibration of a cracked rotor system is excited both by 
unbalance forces and by variations in the parameters. The vibra
tion is composed of transient components and harmonic compo
nents. In practical situations, a procedure of preprocessing sig
nal, such as removing harmonics from the signal, is necessary, 
especially for those systems with nonlinearities and some other 
kinds of failures. With this procedure, the transient components 
produced by the crack can be revealed. 

The presented method can also be used as an auxiliary tool 
in the conventional spectral analysis method for the detection 
of other kinds of failures, which can produce transient compo
nents to vibration signals, in a rotating machinery system. 
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A P P E N D I X 

The shaft model used here is from Soffker et al. (1993). It 
is a lumped-mass model with seven beam elements. Length I 
= 600 mm; radius r = 140 mm; Young's modulus E = 2.1 X 
105 N/mm2; specific gravity p = 7860 kg/m3; rotative speed 
n = 1500 rpm, damping matrix C = 0.0001 K (K stiffness 
matrix), eccentricity e — 0.02 mm. Two unbalances are at the 
position of the second and the sixth lumped-mass counted from 
the left: 

/3 = -mg + me(«7r/30)2 sin (n7rf/30), 

/4 = me(nn/30)2 cos (nnt/30), 

/n = -mg + me(nir/30)2 sin (nirt/30 + 0.25 7r), 

fn = me(nn/30)2 cos (n7rf/30 + 0.25 ?r). 

The condition for crack opening is 

y7 cos (Qt) + v8 sin (Or) 

> 0.5 [(v7 + y9) cos (Of) + (y6 + v10) sin (Clt)] (A.l) 

where yj is displacement in the state vector. The variation in 
the stiffness is 

AK = 0.038 X 24 EJ/l3 (A.2) 

The dynamic coefficients of the bearings are 

kyy = 750,000 N/mm cyy = 640 N-s/mm 

kK = 26,000 N/mm cyz = 420 N-s/mm 

kzy = 6800 N/mm cly = -120 N-s/mm 

kzz = 750,000 N/mm czz = 440 N-s/mm 

where y denotes the vertical direction and z denotes the hori
zontal direction of the stationary coordinates. 
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A Viscoplastic Constitutive 
Theory for Monolithic 
Ceramics—I 
This paper, which is the first of two in a series, provides an overview of a viscoplastic 
constitutive model that accounts for time-dependent material deformation (e.g., creep, 
stress relaxation, etc.) in monolithic ceramics. Using continuum principles of engi
neering mechanics, the complete theory is derived from a scalar dissipative potential 
function first proposed by Robinson (1978), and later utilized by Duffy (1988). 
Derivations based on a flow potential function provide an assurance that the inelastic 
boundary value problem is well posed, and solutions obtained are unique. The specific 
formulation used here for the threshold function (a component of the flow potential 
function) was originally proposed by Willam and Warnke (1975) in order to formu
late constitutive equations for time-independent classical plasticity behavior observed 
in cement and unreinforced concrete. Here constitutive equations formulated for the 
flow law (strain rate) and evolutionary law employ stress invariants to define the 
functional dependence on the Cauchy stress and a tensorial state variable. This 
particular formulation of the viscoplastic model exhibits a sensitivity to hydrostatic 
stress, and allows different behavior in tension and compression. 

Introduction 
With increasing use of ceramic materials in high-temperature 

applications, the need arises to predict thermomechanical be
havior accurately. This paper will focus on inelastic deformation 
behavior associated with these service conditions. A number of 
constitutive theories for materials that exhibit sensitivity to the 
hydrostatic component of stress have been proposed that charac
terize deformation using time-independent classical plasticity 
as a foundation. Corapcioglu and Uz (1978) reviewed several 
of these theories by focusing on the proposed form of the indi
vidual yield function. The review includes the works of Kuhn 
and Downey (1971), Shima and Oyane (1976) and Green 
(1972). Not included is the work by Gurson (1977) who not 
only developed yield criteria and a flow rule, but also discussed 
the role of void nucleation. Subsequent work by Mear and 
Hutchinson (1985) extended Gurson's work to include kine
matic hardening of the yield surfaces. Although the previously 
mentioned theories admit a dependence on the hydrostatic com
ponent of stress, none of these theories allow different behavior 
in tension and compression. Willam and Warnke (1975) pro
posed a yield criterion for concrete that admits a dependence 
on the hydrostatic component of stress and explicitly allows 
different material responses in tension and compression. Several 
formulations of their model exist, i.e., a three-parameter formu
lation and a five-parameter formulation. For simplicity the work 
presented here builds on the three-parameter formulation. 

The aforementioned theories are somewhat lacking in that 
they are unable to capture creep, relaxation, and rate-sensitive 
phenomena exhibited by ceramic materials at high temperature. 
A noted exception is the recent work by Ding et al. (1994), as 
well as the work by White and Hazime (1995). Another excep
tion is a paper by Liu et al. (1997), which is an extension of 
the work presented by Ding and co-workers. As these authors 
point out, when subjected to elevated service temperatures, ce
ramic materials exhibit complex thermomechanical behavior 
that is inherently time dependent, and hereditary in the sense 
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that current behavior depends not only on current conditions, 
but also on thermomechanical history. This paper presents the 
formulation of a macroscopic continuum theory that captures 
these time-dependent phenomena. Specifically, the overview 
contained in this paper focuses on the complete multiaxial deri
vation of the constitutive model, and examines the attending 
geometric implications when the Willam-Warnke (1975) yield 
function is utilized as a scalar threshold function. A second 
paper, which will appear shortly, examines specific time-depen
dent stress-strain behavior that can be modeled with the consti
tutive relationship presented in this article. No attempt is made 
here to assess the accuracy of the model in comparison to exper
iment. A quantitative assessment is reserved for a later date, 
after the material constants have been suitably characterized for 
a specific ceramic material. The quantitative assessment could 
easily dovetail with the nascent efforts of White and co-workers. 

Flow Potential 

Early work in the field of metal plasticity indicated that in
elastic deformations are essentially unaffected by hydrostatic 
stress. This is not the case for ceramic-based material systems, 
unless the ceramic is fully dense. The theory presented here 
allows for fully dense material behavior as a limiting case. In 
addition, as Chuang and Duffy (1994) point out, ceramic mate
rials exhibit different time-dependent behavior in tension and 
compression. Thus inelastic deformation models for ceramics 
must be constructed in a fashion that admits sensitivity to hydro
static stress and differing behavior in tension and compression. 
This will be accomplished here by developing an extension of 
a J2 model first proposed by Robinson (1978) and later ex
tended to sintered powder metals by Duffy (1988). Although 
the viscoplastic model presented by Duffy (1988) admitted a 
sensitivity to hydrostatic stress, it did not allow for different 
material behavior in tension and compression. 

The complete theory is derivable from a scalar dissipative 
potential function identified here as fl. Under isothermal condi
tions this function is dependent upon the applied stress (cry) 
and internal state variable (a,,), i.e., 

fl = fl(<7,j, <xij) (1) 
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The stress dependence for a J2 plasticity model or a J2 vis-
coplasticity model is usually stipulated in terms of the deviatoric 
components of the applied stress, i.e., 

su = au ~ (l/3)o-M6(,' 

and a deviatoric state variable 

an = au (l/3)akk6y 

(2) 

(3) 

For the viscoplasticity model presented here these deviatoric 
tensors are incorporated, along with the effective stress 

% = try - an 

and an effective deviatoric stress, identified as 

X„ = 

(4) 

(5) 

Both tensors, i.e., r/y and Eff, are utilized for notational conve
nience. 

The potential nature of fi is exhibited by the manner in which 
the flow and evolutionary laws are derived. The flow law is 
derived from fi by taking the partial derivative with respect to 
the applied stress, i.e., 

gfi 

da,. 
(6) 

The adoption of a flow potential and the concept of normality, 
as expressed in Eq. (6) , were introduced by Rice (1970). In 
his work the relationship above was established using thermody
namic arguments. The authors wish to point out that Eq. (6) 
holds for each individual inelastic state. 

The evolutionary law is similarly derived from the flow po
tential. The rate of change of the internal stress is expressed as 

&,, -h 
dot,. 

(7) 

where h is a scalar function of the inelastic state variable (i.e., 
the internal stress) only. Using arguments similar to Rice's, 
Ponter and Leckie (1976) have demonstrated the appropriate
ness of this type of evolutionary law. 

To give the flow potential a specific form, the following 
integral format proposed by Robinson (1978) is adopted: 

fi = K' l™ + {l)S GmdG (8) 

where fi, R, H, and K are material constants. In this formula
tion \i is a viscosity constant, H is a hardening constant, n 
and m are unitless exponents, and R is associated with recov
ery. The octahedral threshold shear stress K appearing in Eq. 
(8) is generally considered a scalar state variable that ac
counts for isotropic hardening (or softening). However, since 
isotropic hardening is often negligible at high homologous 
temperatures (>0 .5 ) , to a first approximation K is taken to 
be a constant for metals. This assumption will be adopted in 
the present work regarding ceramic materials. The reader is 
directed to the work by Janosik (1998) for specific details 
regarding the experimental test matrix needed to characterize 
these parameters. 

Several of the quantities identified as material constants in 
the theory are strongly temperature dependent in a noniso-
thermal environment. However, for simplicity, the present 
work is restricted to isothermal conditions. A paper by Rob
inson and Swindeman (1982) provides the approach by 
which an extension can be made to nonisothermal conditions. 
The present article concentrates on representing the complex
ities associated with establishing an inelastic constitutive 
model that will satisfy the assumptions stipulated herein for 
ceramic materials. 

The dependence upon the effective stress S,y and the devia
toric internal stress a„ are introduced through the scalar func
tions 

and 

F = FCLU, r,u) 

G = G(%, a,j) 

(9) 

(10) 

Inclusion of r]y and ay will account for sensitivity to hydrostatic 
stress. The concept of a threshold function was introduced by 
Bingham (1922) and later generalized by Hohenemser and 
Prager (1932). Correspondingly, F will be referred to as a 

N o m e n c l a t u r e 

Ii.Ji 

-9uh 

atj = deviatoric component of the 
state variable tensor 

B = constant (in general polyno
mial form of F) 

C - coefficient used to simplify 
expressions for flow and 
evolutionary laws 

F = Bingham-Prager threshold 
function 

G = scalar state function 
H = hardening constant 
h = scalar hardening function 

dependent on the inelastic 
state variable 

/ j = invariants associated with 
the Willam-Warnke thresh
old function F 

, % = invariants associated with 
the scalar function G 

K = octahedral threshold shear 
stress 

, n = unitless exponents 

R = recovery constant 
r = position vector in IT-plane repre

senting deviatoric component of a 
stress state 

Sjj = deviatoric component of applied 
stress tensor 

u, v = component of position vector r 
Y = normalized threshold stress 

= internal state variable tensor 
= state variable evolutionary law 
= Kronecker delta 
= flow law (inelastic strain rate) 

: effective stress tensor 
: angle of similitude measured in 
the n-plane 

\ = scalar function in general polyno
mial form of F; dependent on J3 

through the angle of similitude 0 
fi = viscosity constant 
El = plane perpendicular to the hydro

static stress line in the Haigh-
Westergaard stress space (i.e., the 
IT-plane) 

TT = 3.14159 . . . 
p = Willam-Warnke hydrostatic 

threshold parameter 
Z,j = effective deviatoric stress ten

sor 
a — threshold stress 

cjij = applied Cauchy stress tensor 
n = scalar dissipative potential 

function 
= denotes parameters associated 

with scalar function F 
= denotes parameters associated 

with scalar function G 
= rate 

Subscripts 
be = equal biaxial compressive 
c — compressive 

i,j, k = tensorial components 
m, n = tensorial components 

q, u,v = tensorial components 
t = tensile 
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Bingham-Prager threshold function. Inelastic deformation oc
curs only for those stress states where 

F(Z„, %) > 0 (11) 

For frame indifference, the scalar functions F and G (and 
hence Q.) must be form invariant under all proper orthogonal 
transformations. This condition is ensured if the functions de
pend only on the principal invariants of Etf) ay, r\y, and ay, that 
is 

and 

where 

and 

F = F ( / „ J2, J,) 

G = G(.-9i,h,h) 

h = Vu 

h = au 

h = (2)«y«y 

% = (i)aijaJkaki 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

These scalar quantities are elements of what is known in invari
ant theory as an integrity basis for the functions F and G. 

A three parameter flow criterion proposed by Willam and 
Warnke (1975) will serve as the Bingham-Prager threshold 
function, F. The Willam-Warnke criterion uses the previously 
mentioned stress invariants to define the functional dependence 
on the Cauchy stress (ay) and internal state variable (ay). In 
general, this flow criterion can be constructed from the follow
ing general polynomial: 

F = M'^) + *(£, _ , (20) 

where ac is the uniaxial threshold flow stress in compression 
and B is a constant determined by considering homogeneously 
stressed elements in the virgin inelastic state, i.e., 

0 (21) 

Note that a threshold flow stress is similar in nature to a yield 
stress in classical plasticity. In addition, X. is a function depen
dent on the invariant J3 and other threshold stress parameters 
that are defined momentarily. The specific details in deriving 
the final form of the function F can be found from Willam and 
Warnke (1975), and this final formulation is stated here as 

F(Ii,J2,h) 
1 1 

[r(0)\ 

~2J2~ 

_ 5 _ 3p<rc. 
(22) 

for brevity. The function F is implicitly dependent on J3 through 
the function r, which is characterized in the next section. This 
function is dependent on the angle of similitude 8, which is 
defined by the expression 

cos (36>) = 
(3V3)73 

2(J2)
in 

(23) 

The invariant 7i in Eq. (22) admits a sensitivity to hydrostatic 
stress. The invariant 73 in Eq. (23) accounts for different behav
ior in tension and compression, since this invariant changes 

sign when the direction of a stress component is reversed. The 
parameter p characterizes the tensile hydrostatic threshold flow 
stress. This parameter will also be considered in more detail in 
the next section. 

A similar functional form is adopted for the scalar state func
tion G, i.e., 

GW,h,h) = 
1 1 

oc r(6) 

2% 
5 

A 
3pac 

(24) 

The function G stipulated in the expression above is implicitly 
dependent on % through a second angle of similitude, 9, which 
is defined by the expression 

cos(30) = 
( 3 ^ ) | 3 

2(h)3'2 
(25) 

This formulation assumes a threshold does not exist for the 
scalar function G, and follows the framework of previously 
proposed constitutive models based on Robinson's (1978) vis-
coplastic law. 

Threshold Parameters 

For the Willam-Warnke three-parameter formulation, the 
model parameters include a,, the tensile uniaxial threshold 
stress, ac, the compressive uniaxial threshold stress, and ahc, 
the equal biaxial compressive threshold stress. The function 
r(6) appearing in Eq. (22) and the function r(6) appearing in 
Eq. (24) depend implicitly on these parameters. This is demon
strated later in this section. 

To explore the nature of the potential function, level surfaces 
of £1 are projected onto various stress subspaces for the virgin 
inelastic state. Restricting our view to the virgin inelastic state 
implies surfaces of fi = const are also surfaces of F = const. 
As noted previously, F plays the role of a Bingham-Prager 
threshold function. Since there are an infinite family of surfaces 
F = const, each associated with a particular magnitude of the 
inelastic strain rate, we restrict the scope of this discussion to 
threshold surfaces to gain an understanding of the physical na
ture of the current model. 

The parameters a, and ac are depicted in Fig. 1 where a 
threshold surface (F = 0) has been projected onto the au-cr22 
stress subspace. For illustration, a set of threshold flow stress 

-3 

, >C22(A4Pa) 

at " 0.5' an at " 

- ] (MPa) 

•£3 -2 -1.5 
•i 

-1 -as 0 

-0.5' 

-l" 

-1.5' 

1 ~ r r 
J 0.5 

\ ^ 2 ac 

Fig. 1 Threshold function projected onto the <r-h-(r22 stress plane 
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values has been adopted that roughly corresponds to values 
anticipated for isotropic monolithic ceramics. Specifically, the 
compressive uniaxial threshold stress value is ac = 2.00 MPa. 
The tensile uniaxial threshold stress value is a, = 0.20 MPa, 
and the equal biaxial compressive threshold stress value is abc 

= 2.32 MPa. Using these stress threshold values, the flow func
tion in Fig. 1 defines a smooth flow surface for any combination 
of stresses. States of stress lying within the flow surface depicted 
in this figure represent elastic states of stress. Inelastic flow 
occurs when any load path reaches this surface, or other surfaces 
beyond (i.e., surfaces where F > 0) . It is readily discerned 
from this figure that the constitutive model allows different flow 
behavior in tension and compression. 

The threshold parameter abc can be seen when a cutting plane 
is passed through the flow surface (F = 0) in the Haigh-
Westergaard stress space. Specifically the cutting plane contains 
the hydrostatic stress line and it intersects the conic surface (F 
= 0) along two lines (see Fig. 2) . By convention, these lines 
of intersection are termed meridians. The relative position of 
each meridian is defined by the angle of similitude 8 (which 
is depicted in Fig. 3). For the tensile meridian 9 = 0, and for 
the compressive meridian 6 = •K. The tensile and compressive 
meridians, depicted in Fig. 2, are linear for the three-parameter 
Willam-Warnke criterion. Meridians are nonlinear for the five-
parameter formulation. In Fig. 2 all three parameters, i.e., a,, 
ac, and abc are visible. These parameters are defined by the 
intersection of load paths with the flow surface. This character
ization of the threshold flow stresses is described in detail by 
Palko (1992). Also note that this formulation of the Bingham -
Prager flow function introduces a dependence on the hydrostatic 
component of the stress state. Combining views from Figs. 2 
and 3 in the Haigh-Westergaard stress space yields a flow 
surface in the shape of a pyramid with a triangular base. As a 
reference, typical J2 plasticity models have yield surfaces that 
are right circular cylinders in the Haigh-Westergaard stress 
space. 

In lieu of the previously mentioned three threshold stress 
parameters, the threshold parameters 

P = 

r, = 

YbcY, 

Ybc — Y, 

YbcY, 6\" 2 

5 / 2Ybc + Y, 

(26) 

(27) 

and 

6M/2 

5 

YbcYt  

3YbcY, + Ybc — Y, 
(28) 

~ \ l / 2 

Tensile Meridian, 0 - 0 

Obc 

( * ) 

Compressive Meridian,0 = n 

Fig. 3 Flow surface projected onto the Il-plane in the Haigh-West
ergaard stress space 

are utilized in order to simplify the expression presented later 
for the function r. These alternative threshold stress parameters 
are dependent on the parameters a„ ac, and abc. Specifically, 
the normalized threshold stresses 

and 

I be ~ 

(29) 

(30) 

are introduced to simplify Eqs. ( 2 6 ) - ( 2 8 ) . Details of the deri
vations for the parameters appearing in Eqs. (26) - (28) can be 
found from either Palko (1992) or Chen (1982). 

The parameter p is depicted graphically in Fig. 2. As noted 
earlier, this parameter is the tensile threshold hydrostatic flow 
stress. Willam and Warnke postulated that a single sector ( - 7i7 
3 s 9 =s 7r/3) of the flow surface in the Il-plane could be 
represented as a segment of an ellipse. The major and minor 
axes of the ellipse are formulated as functions of the intercepts 
rc and r, (see Fig. 3). The minor axis of the ellipse is assumed 
to coincide with a tensile axis. However, the center of the ellipse 
does not necessarily coincide with the hydrostatic axis, either 
for a material in the virgin state, or for a material that has been 
subjected to a service history. The reader should consult Palko 
(1992) for the complete derivation. With the function r(8) 
defined flow surface can be completely mapped in a Fl-plane, 
as depicted in Fig._ 3. 

For either 9 or 9 the function r(9) is defined as 

r(9) = 
u(6) 

v{8) 
(31) 

Fig. 2 Threshold flow stresses defined by the tensile and compressive 
meridians 

where 

«(0) = 2rc{r\ - r2,) cos (9) + rc(lr, - r e)[4(r? - r?) 

X cos 2 (61) + 5 r ? - 4r,rc]
xn (32) 
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and 

v(0) = 4(r2
c - r]) cos2 (9) + (rc - 2r,)2 

For the definitions expressed in Eqs. (31 ) - (33) 

\MPa) 

TV 

3 

•K 

3 

(33) 

(34) 

Physically, r(9) represents the deviatoric component of a stress 
state, since this vector lies in the Fl-plane. Note that Eq. (31) 
yields r(9) = r, for the special case of 9 = 0. Similarly, r(9) 
= rc for 6 = 7i73. 

Flow Surfaces: Interpretation 

As in Robinson's original theory, the current model is closely 
tied to the concepts of a potential function and normality. It 
is this potential-normality structure that provides a consistent 
framework. According to the stability postulate of Drucker 
(1959), the concepts of normality and convexity are important 
requirements, which must be imposed on the development of a 
flow or yield surface. Constitutive relationships developed on 
the basis of these requirements assure that the inelastic bound
ary-value problem is well posed, and solutions obtained are 
unique. Experimental work by Robinson and Ellis (1985) has 
demonstrated the validity of the potential-normality structure 
relative to an isotropic J2 alloy (i.e., type 316 stainless steel). 
With this structure, the direction of the inelastic strain rate 
vector for each stress point on a given surface is directed normal 
to the flow surface F = const (see Fig. 4) . Without experimental 
evidence to the contrary, it is postulated that this structure is 
similarly valid for isotropic monolithic ceramic materials. 

For constitutive models based on Robinson's (1978) original 
framework flow surfaces generated by nonzero values of F are 
associated with different inelastic strain rates. Figure 4 illus
trates a typical family of level surfaces generated by monotoni-
cally increasing the magnitude of F (atj = 0). The family is 
projected onto the au-cr22 stress plane. Large values of F = 
const correspond to flow surfaces that eventually cluster, form
ing a limiting surface. This implies large changes in inelastic 
strain rate for only small stress changes, analogous to the yield 
condition of classical plasticity. This feature was pointed out 
originally by Rice (1970) for constitutive models based on Eq. 
(6). 

• a, 

IncreasingF 

Fig. 4 Flow surfaces associated with a monotonically increasing value 
of the flow function F 
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- f n«r«- 0.487 

-7 -1 

Fig. 5 Flow surfaces as a function of the ratio r,lrc 

The convexity of the proposed flow surface assures stable 
material behavior, i.e., positive dissipation of inelastic work, 
which is based on thermodynamic principles. The convexity 
requirement also implies that level surfaces of a function are 
closed surfaces, since an open region of the flow surface allows 
the existence of a load path along which failure will never 
occur. For the Willam-Warnke model, convexity is assured if 
the ratio of the intercepts in the II-plane satisfies the condition 
1.0 a r,lrc > 0.5. The family of surfaces shown in Fig. 5 
illustrates the concept of convexity for surfaces having various 
r,lrc ratios. Here the values of the ratio vary from 0.726 to 
0.487. Notice the surfaces identified as "e" and " / " violate 
the convexity condition. 

Finally, the Willam-Warnke flow criterion (and the constitu
tive theory presented herein) degenerates to simpler models 
under special limiting conditions. For the case of rc = r, = r0, 
where rB is the same for any angle 9, the model degenerates to 
a two-parameter formulation, i.e., the Drucker-Prager flow cri
terion. When projected onto the ax x - a12 stress plane under these 
conditions, the flow surface depicted in Fig. 1 degenerates to 
an ellipse (see Fig. 6). Note that the major axis of this ellipse 

o&fMPa) 

an (MPa) 

Fig. 6 Flow surface for the Drucker-Prager formulation 
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is aligned with the bisector of the first and third quadrants, and 
the intercepts along the an and a2i axes represent uniaxial 
tensile and compressive threshold stresses that are not equal in 
magnitude, even though the flow surface degenerates to a circle 
in the Il-plane. The Drucker-Prager formulation yields differ
ent tensile and compressive threshold stresses because the for
mulation produces a right circular cone in the three-dimensional 
Haigh-Westergaard stress space. For the special case where rc 

= r, = r0 and p = °°, the Willam-Warnke model reduces to 
the single-parameter Von Mises criterion. For this case, the flow 
surface degenerates to a circle in the Fl-plane (a right circular 
cylinder in the three-dimensional Haigh-Westergaard stress 
space) and an ellipse in 0-11-0-22 stress space, which is depicted 
in Fig. 7. 

Stress-Strain Relationship 

Employing the chain rule for differentiation and taking the 
partial derivative of Q, with respect to aijt as indicated in Eq. 
(6) , yields 

9f2 

dF 

dF dh &qu dF dJ2 dXm dSm 
f -

dh drjk, day dJ2 ai,,„ dSmn day 

where Eq. (8) has been utilized to define £2. 
Evaluating the partial derivative terms in Eq. (35) yields the 

following expression for the flow law 

£(i - C0 C\6y + C2Zy + C3I £7?E,, 
2J26jj 

(36) 

where the magnitudes of the coefficients C0, Cu C2, and C3 are 
dependent on the invariants defined in Eqs. (14 ) - (16 ) (i.e., 
/ , , J2, and 73), the three threshold parameters (i.e., a,, ac, and 
a be), and the flow potential parameters utilized in Eq. (8) (i.e., 
fi, K, and n). The first coefficient is defined by the expression 

Co 
K2F" 

2/X 

The remaining three coefficients are defined as 

C, 
3pac 

(37) 

(38) 

C2 
1 ' 2 ' 

5/2. 

1/2 

_2r(0)ac_ 

' 2 ' 

5/2. 

1 

oc 

1 

[r{6)_ 

2 "2 / 2 " 
5 

1/2 ~ dr(8)~ 

a/2 

and 

C3 = - -
"2/2" 
_ 5 

1/2 ' dr(e)~ 
a/, 

1 

[rCd)\ 

(39) 

(40) 

Note that the partial derivatives of r(9) appearing in Eqs. (39) 
and (40) are defined as 

dr(0) 

dJ2 

1 

vCe) 
du(0) 

de 
u(9) 

v2(6) 

dv(9) 

d6 

3V373 

27 2 [4 (7 2 ) 3 -27 (7 3 ) 2 ] 1 (41) 

Jitm UZmn UOy and 

OF dJi dl,m dSmn~ 
(35) 

dr(0) 

dJ3 d~Luv dSmn day _ 
(35) 

a/3 
v(6) 

du{6) u{9) 

v2(9) 

dv(B) 

de 

f3 
[ 4 ( / 2 ) 3 - 2 7 ( / 3 ) 2 ] ' 

(42) 

where 

duifi) 
d6 

and 

2r c(r2 - r2
c) sin (§) 

4rc(2r, - r c)(r2 - r\) sin (3) cos (g) 

[ 4 ( r ? - r 2 ) c o s 2 ( § ) + 5 r 2 - 4 r , r c . ] 1 / 2 * ' 

dv(0) 
= 8 ( r 2 - r ? ) s i n ( 0 ) c o s ( 0 ) (44) 

Similarly, utilizing the chain rule for differentiation and tak
ing the partial derivative of fl with respect to the internal stress 
a,j as indicated in Eq. (7) yields 

h,dndl[_ dn dG 
dF dan dG da,. 

•. o-22 (MPa) 

an (MPa) 
1 » 

- 2 X 

Fig. 7 Flow surface for the Von Mises formulation 
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dF/l dl\ drju day dJ2 d~Lm da„m dau 

dF dh dr)u dF dJ2 dEu1 

dF dJ3 a£,„ da„„ 

a/3 aS„„ damn da,, 
m 
dG 

dG dS, 

_d-h day 

| dG d% dam | dG d% dam 

d% dam dav Q% dam day 
(45) 

Evaluating the partial derivative terms in Eq. (43) yields the 
following expression for the evolutionary law: 

a,/ = hi t,, - C, Ci5y + C5av + CJ ajqCt, 2Uu (46) 

where e,y is given in Eq. (36). The magnitudes of the coeffi
cients C4, C5, and C6 are dependent on the invariants defined 
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in Eqs. (17 ) - (19) (i.e., !/,, %, and f3), the three threshold 
parameters (i.e., a,, ac, and abc), and the flow potential parame
ters utilized in equation (8) (i.e., ./?, H, K, and m). The first 
coefficient is defined by the expression 

C4 = 
K2RG" 

H 
(47) 

The remaining two coefficients are defined as 

C5 = 
1 

2r(8)ac 

_2_ 

5?2 

1 1 

_r(9)_ 

2 ~2% 

_ 5 _ 

1/2 ~ dr(9)~ 

and 

C 6 = - - ^ 
~2h~ 

_ 5 

1/2 ' dr{9)' 

- d?3 . 

1 

(48) 

(49) 

Note that the partial derivatives of r(9) appearing in Eqs. (48) 
and (49) are defined as 

dr(9) 

9% \v(9) 

du(9) 

d9 

u{8) 

v2(9) 

dv(9) 

d9 

?Sh 
2 MHhy - 27(f3)

2]' 
(50) 

and 

dr{8) 

d% v{9) 

du(9) u(8) 

v\9) 

dv(9) 

d8 } 
f3 

t 4 (^ ) 3 - 27 (^ ) 2 ] » 
(51) 

Equations (36) and (46) constitute a multiaxial statement of 
a constitutive theory for isotropic materials. In the present and 
subsequent developments, it will serve as an inelastic deforma
tion model for ceramic materials. 

Summary and Conclusions 
A multiaxial continuum theory was presented for predicting 

the inelastic response of isotropic monolithic ceramic materials. 
The viscoplastic constitutive model was derived from a single 
scalar dissipative function, which has similar geometric inter
pretations (e.g., convexity and normality) to the yield function 
encountered in classical plasticity. By adopting a flow potential 
to derive the theory, certain required continuum properties can 
be demonstrated, thereby ensuring that the resulting inelastic 
boundary value problem is well-posed, and solutions obtained 
are unique. 

Constitutive equations for the flow law (strain rate) and evo
lutionary law are formulated based on a threshold function, 
which exhibits a sensitivity to hydrostatic stress and allows 
different behavior in tension and compression. Further, inelastic 
deformation is treated as inherently time dependent. A rate of 
inelastic strain is associated with every state of stress. As a 

result, creep, stress relaxation, and rate sensitivity are phenom
ena resulting from applied boundary conditions and are not 
treated separately in an ad hoc fashion. 

The overview presented in this paper has provided a qualita
tive assessment of the capabilities of this viscoplastic model in 
capturing the complex thermomechanical behavior exhibited by 
ceramic materials at elevated service temperatures. Incorporat
ing this model into a nonlinear finite element code would pro
vide industry the means to numerically simulate the inherently 
time-dependent and hereditary phenomena exhibited by these 
materials in service. 
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Creep Life of Ceramic 
Components Using a Finite-
Element-Based Integrated 
Design Program (CARES/CREEP) 
The desirable properties of ceramics at high temperatures have generated interest 
in their use for structural applications such as in advanced turbine systems. Design 
lives for such systems can exceed 10,000 hours. The long life requirement necessitates 
subjecting the components to relatively low stresses. The combination of high temper
atures and low stresses typically places failure for monolithic ceramics in the creep 
regime. The objective of this paper is to present a design methodology for predicting 
the lifetimes of structural components subjected to creep rupture conditions. This 
methodology utilizes commercially available finite element packages and takes into 
account the time-varying creep strain distributions (stress relaxation). The creep life 
of a component is discretized into short time steps, during which the stress and strain 
distributions are assumed constant. The damage is calculated for each time step 
based on a modified Monkman-Grant creep rupture criterion. Failure is assumed 
to occur when the normalized accumulated damage at any point in the component 
is greater than or equal to unity. The corresponding time will be the creep rupture 
life for that component. Examples are chosen to demonstrate the CARES/CREEP 
(Ceramics Analysis and Reliability Evaluation of Structures/CREEP) integrated de
sign program, which is written for the ANSYS finite element package. Depending on 
the component size and loading conditions, it was found that in real structures 
one of two competing failure modes (creep or slow crack growth) will dominate. 
Applications to benchmark problems and engine components are included. 

Introduction 

Advanced structural ceramics are becoming viable materials 
for many high-temperature applications including gasoline, die-
sel, and gas turbine engine components. Attractive properties 
such as low density, high strength, high stiffness, and corrosion 
resistance are allowing ceramics to supplant alloys in these 
demanding applications. The result is lower engine emissions, 
higher fuel efficiency, and more optimum design. 

As design protocols emerge for these material systems, de
signers must be aware of several innate characteristics of ceram
ics. These include the degrading ability of ceramics to carry 
sustained loading. Generally, time-dependent failure in ceram
ics occurs because of two different delayed failure mechanisms, 
slow crack growth (SCG) and creep rupture. SCG usually initi
ates at a pre-existing flaw and continues until a critical crack 
length is reached, causing catastrophic failure (Wiederhorn, 
1974). Creep rupture, on the other hand, occurs because of bulk 
damage in the material in the form of void nucleation and 
coalescence that eventually leads to macrocracks, which then 
propagate to failure (Grathwohl, 1984). 

Based on the two different delayed failure mechanisms pre
sented above, probabilistic analysis and design methodologies 
are utilized to predict the lifetime of ceramic components sub
jected to sustained loading conditions leading to failure in SCG 
mode. Several integrated design codes such as CARES (Nemeth 
et al., 1990), CARES/LIFE (Nemeth et a l , 1993), and 
SPSLIFE (Saith et al., 1994) are available and have been dem
onstrated to be successful in predicting the failure probability 
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for ceramic components subjected to fast fracture and SCG 
failure modes. 

However, no such integrated design codes exist currently 
for predicting the nonlinear behavior and lifetime of ceramic 
components subjected to creep rupture conditions. One reason 
for this is the type of ceramics that existed until recently. These 
ceramics were processed using relatively large amounts of sin
tering aids that resulted in glassy intergranular phases, which 
become viscous at high temperatures, thus limiting their creep 
resistance in the temperature range where ceramics are needed 
most. 

The advent of new techniques in ceramic processing technol
ogy has yielded a new class of ceramics that are highly resistant 
to creep at high temperatures (Ferber et al., 1994; Ding et al., 
1994; Menon et al , 1994a). Such desirable properties have 
generated interest in using ceramics for turbine engine compo
nent applications where the design lives for such systems are 
on the order of 10,000 to 30,000 hours. These long life require
ments necessitate subjecting the components to relatively low 
stresses. The combination of high temperatures and low stresses 
typically places failure for monolithic ceramics in the creep and 
creep rupture region of a time-temperature-failure mechanism 
map (Wiederhorn et al., 1994; Quinn, 1990). 

The objective of this paper is to describe an analytical meth
odology and an integrated design program named CARES/ 
CREEP (Ceramics Analysis and Reliability Evaluation of 
Structures/CREEP) to be used for predicting the lifetimes of 
ceramic structural components subjected to creep rupture condi
tions. This methodology utilizes commercially available finite 
element packages and takes into account the transient state of 
stress and creep strain distributions (stress relaxation). The 
creep life of a component is discretized into short time steps, 
during which the stress distribution is assumed constant. The 
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damage is calculated for each time step based on a modified 
Monkman-Grant (MMG) creep rupture criterion (Menon et 
al., 1994b). The cumulative damage is subsequently calculated 
as time elapses in a manner similar to Miner's rule for cyclic 
fatigue loading. Failure is assumed to occur when the normal
ized cumulative damage at any point in the component reaches 
unity. The corresponding time will be the creep rupture life for 
that component. 

The CARES/CREEP program is made up of two modules, 
and is currently customized to run as a postprocessor to the 
ANSYS finite element code. The first module is a parameter 
estimation program used to compute the primary creep parame
ters based on the time hardening rule, the steady-state parame
ters based on the Norton equation, and the creep rupture parame
ters based on the MMG criterion. The second module contains 
the coding for calculating the cumulative damage, and thus the 
creep rupture life for the component in question. 

Background 

Engineers involved in designing components against creep 
failure are generally interested in calculating the creep deforma
tion and predicting the lifetime for these components when 
subjected to sustained multi-axial thermomechanical loading. 
Both endeavors include modeling the material's creep behavior 
using appropriate constitutive equations, and subsequently 
choosing a rupture criterion suitable to that material. This sec
tion contains a brief literature review on creep covering these 
two perspectives. 

Creep Constitutive Relations. The creep strain curve re
sulting from a constant load test is a function of stress, tempera
ture, and time. Many uniaxial constitutive laws have been pro
posed to describe such standard creep curves. Currently, there 
exist two general formulations for creep modeling. The first is 
referred to as the equation of state formulation and assumes 
that the material behavior depends on the present state only. 
The second approach, named memory theory (Krempl, 1974), 
takes into account that the material remembers the loading and 
temperature history and thus responds accordingly. At this 
point, most of the material modeling discussed in the literature 
is based on the equation of state formulation because of its 
proven success and relative ease of use with computer programs. 
Thus, only models based on the equation of state formulation 
will be reviewed. 

Several proposed constitutive relations are capable of simu
lating the entire creep curve (primary, secondary, and tertiary). 
These laws include the theta projection method (Evans and 
Wilshire, 1985; Evans et al., 1987; Foley et al., 1992; Maruyama 
and Oikawa, 1987), the continuum damage mechanics approach 
(Kachanov, 1960; Dunne et al., 1990; Hayhurst et al., 1975; 
Othman and Hayhurst, 1990), and the internal (back) stress 
model (White and Hazime, 1995; Brown et al„ 1989; Kraus, 
1980; LeGac and Duval, 1980). 

Many types of ceramics, however, do not display tertiary 
creep behavior (Sundberg et al., 1994; Cuccio et al„ 1995; Ohji 
and Yamauchi, 1993; Lewis and Ostvoll, 1992; Sankar et al., 
1994). Therefore, it is appropriate for creep analysis of ceramics 
to use constitutive equations describing only the primary and 
secondary creep regions. Many formulas, and combinations of 
these formulas, exist for such formulation. One of these consti
tutive laws is known as the Bailey-Norton time hardening rule 
(Kraus, 1980; Norton, 1929; Boyle and Spence, 1983) and is 
given by the following equation: 

e = aicr"2f"3 exp Q_ 
RT 

(1) 

Q are determined from experiments and R is the universal gas 
constant. The Baily-Norton constitutive law was selected to 
describe the creep behavior of ceramics in the CARES/CREEP 
code, because of its widespread use, and success in fitting the 
creep data as a function of stress, temperature, and time. Further
more, this relationship, in association with Prandlt-Reuss plas
ticity flow rule, satisfies four basic requirements for multi-axial 
creep analysis (Kraus, 1980). These requirements are: (1) The 
multiaxial formulation must reduce to the uniaxial formulation 
when appropriate, (2) the model contains constancy of volume 
for creep conditions, (3) the model reflects lack of influence of 
hydrostatic stress, and (4) principal directions of stress and 
strain coincide. The constancy of volume requirement is a result 
of the original development of this theory for metals. Ceramics 
contain voids, which expand under creep conditions. A theory 
incorporating this phenomenon is not available for finite ele
ment calculations. 

Creep Rupture. The majority of current engineering de
sign methodologies against creep fit into four major categories. 
The first is graphic, where the time to reach a given strain, or 
fracture, at a given stress or temperature is obtained from a 
creep life diagram. Some of the techniques that belong to this 
group are the Larson-Miller (Larson and Miller, 1952), 
Sherby-Dorn (Orr et al., 1954), minimum commitment (Man-
son and Ensign, 1971), Manson-Halferd (Manson and Halferd, 
1953), Manson-Succop (Conway, 1968), Quinn (1986), and 
Jones (1986) methods. These approaches utilize parameters that 
when plotted against stress would yield unique curves that can 
be used to predict the life of components subjected to creep 
rupture loading. 

The second category includes analytical methods to predict 
the creep life for structural components. The Monkman-Grant 
(MG) method (Monkman and Grant, 1956) is one of the most 
utilized approaches for ceramics and is based on a power rela
tion between time to failure and steady-state creep rate given 
by the following equation: 

e"u, = b. (2) 

where tf is the time to failure and b\ and b2 are constants. This 
equation assumes that a unique curve can describe failure for 
a given material independent of temperature. This assumption 
was found to be invalid for some ceramic materials (Ferber and 
Jenkins, 1992; Luecke et al., 1993; Menon et al , 1994a), which 
displayed stratification of the MG curve depending on the tem
perature level. Thus, a modified Monkman-Grant equation was 
introduced (Menon et al., 1994b) to take the temperature into 
account and is given by the following formula: 

In tf d2 In e + (3) 

where e is the creep strain rate; a, t, and T are the stress, time, 
and absolute temperature. The material constants ax, a2,a3, and 

where d\, d2, and rf3 are constants. The MG and the MMG 
criteria were found to be very successful in describing the creep 
rupture behavior for ceramics, and thus are used heavily in the 
ceramics literature. For this reason, these criteria were selected 
as the basis for predicting the creep life of ceramic components 
in the CARES/CREEP code. Note that the MMG criterion col
lapses to the MG criterion when d3 is set equal to zero. 

Differential formulations constitute the models making up 
the third category of approaches for creep rupture prediction. 
Continuum damage mechanics (Kachanov, 1960; Dunne et al., 
1990; Hayhurst et al., 1975; Othman and Hayhurst, 1990), and 
internal (back) stress concepts (White and Hazime, 1995; 
Brown et al., 1989; Kraus, 1980; LeGac and Duval, 1980) 
belong to this category. 

Probabilistic formulations make up the fourth category for 
creep rupture life prediction. Currently, most ceramic research
ers utilize deterministic approaches to describe creep deforma
tion (hence, creep parameters), and to even predict creep rup-
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ture lives. Ceramic creep deformation, and thus creep parame
ters, display less stochastic and more deterministic behavior 
compared to fast fracture and slow crack growth failure data. An 
indication of that is the absence of the so-called "size effect" 
(Wiederhorn, et al., 1993), which is a characteristic for the 
probabilistic behavior of brittle fracture in ceramics. 

However, some ceramics tend to display significant scatter 
in the creep rupture data (Khandelwal et al., 1995). The advent 
of new ceramic fabrication techniques, such as HIP with low 
levels of sintering phases, have resulted in materials that are 
highly resistant to creep. These improved fabrication methods 
yield thinner amorphous grain boundary phases, which are sub
sequently crystallized using heat treatment. For such materials 
(Ferber et al., 1994; Menon et al., 1994a) cavitation was found 
to control the creep deformation, while SCG controlled failure. 
This type of failure mechanism could be one of the reasons 
contributing to the significant scatter in the creep rupture data, 
and thus fuels the argument for utilizing probabilistic rather 
than deterministic procedures for predicting the creep life of 
ceramic components. 

The theoretical development for stochastically predicting the 
creep life of ceramic structures is not well developed and still 
is in its infancy. One theory is based on the premise that both 
SCG and creep failure modes are acting simultaneously (Lange, 
1976). Another combines continuum damage mechanics and 
the Weibull distribution, assuming that the failure processes for 
SCG and creep are separable (Duffy and Gyekenyesi, 1989). 

A probabilistic creep theory is not well developed at this 
point. Also, data to support the probabilistic treatment are not 
available. The CARES/CREEP code (at this time) utilizes a 
deterministic approach to predict creep life. Incorporating prob
abilistic creep life prediction is, however, planned for future 
enhancements of the code. 

Theory 
The creep response of a ceramic component must be evalu

ated in order to determine its service life. Monolithic ceramics 
usually exhibit primary and secondary creep behavior, while 
failure occurs without warning. The life of a component is 
determined by calculating the damage over time. Creep of ce
ramic components is divided into two phases: evaluating the 
nonlinear stress response and assessing the damage of the com
ponent. 

Nonlinear Stress Response. The creep curve is broken up 
into three stages: primary, secondary, and tertiary. The models 
for this response were built to match the experimental data with 
the ANSYS creep equations. The three regions of the creep 
curve are considered separately. Primary and secondary creep 
may be modeled within the finite element software where ter
tiary creep is not taken into account. The tertiary stage is usually 
not modeled since it implies impending failure. ANSYS con
tains a library of strain rate equations characteristic of materials 
being used in creep design applications. The creep strain rates 
for primary and secondary creep are a function of stress, time, 
and temperature. 

ANSYS does not divide creep into unique stages as is done 
in conventional creep physics. Both primary and secondary 
creep are assumed to be in effect simultaneously. Thus, the 
material constants for these relations must be computed to ac
count for this effect. The total creep strain is given by 

e, = C7iT
cs exp 

= ep + e* (4) 

where ep is the primary and es is the secondary components of 
creep strain. The primary creep strain rate is given as 

ep = C{o
cnci exp 

T 
(5) 

T 
(6) 

where C, are constants and parameters determined from creep 
experiments. These constants are not numbered sequentially 
since i is the location of the value in the ANSYS data table. 

Typically, data available from creep experiments will be in 
the form of a creep response curve, where the strain is recorded 
as a function of time when a constant load is applied. In order 
to evaluate material properties, several of these tests should 
be conducted at varying stress levels and temperatures. After 
subtracting the elastic strain from the total strain, the first step 
in parameter estimation is to determine the parameters for sec
ondary creep. To evaluate the material parameters for Eq. (6), 
the minimum creep rate, deldt, is evaluated for each specimen. 
This value may be obtained graphically or by assuming the 
creep response curve is linear over a fixed time and performing 
a least-squares best-fit analysis on the data. The second method 
is preferable for computer algorithms where large amounts of 
data are processed numerically. The time where linearity begins 
varies for each specimen. This value is defined as the primary 
to secondary transition time, tps. 

Once the minimum creep rates for all of the specimens are 
known, the parameters C7, C8, and Cw may be determined. An 
iterative procedure (Sundberg et al., 1994), is used to find these 
values as a function of es, a, and T. Equation (6) is rearranged 
twice to isolate two of the variables for a least squares analysis. 
These relationships are 

In [esa -c8] = l n ( C ? ) _ £ o 

and 

ln 
(Cl0 £., expl — = ln (C7) + C8 ln a 

(7) 

(8) 

Initially, C8 is assigned a default or user-supplied value, and 
then a least-squares best-fit analysis is done to find C7 and Cm. 
Using the improved estimation on C10, Eq. (8) is evaluated for 
estimates on the other parameters. This process continues until 
the solution converges. 

The primary creep parameters, C,,i = 1, 4, may be evaluated 
at this point. Since ANSYS divides the creep response as given 
by Eq. (4) , the primary component of creep strain is evaluated 
by subtracting the secondary creep strain from the total creep 
strain. The secondary creep strain is calculated using the second
ary creep parameters estimated for the material. The primary 
creep strain component is evaluated over the entire duration of 
the test. The primary creep parameters are evaluated by integrat
ing Eq. (5): 

C3 + 1 
crc2fc3+l exp 

T 
(9) 

The secondary creep strain rate is given by 

The constants Cx, C2, C3, and C4 are determined from multiple 
regression using least squares analysis. All constants from Eqs. 
(5) and (6) are now known. These values are entered into the 
ANSYS data table, and the nonlinear creep finite element analy
sis can now be performed for a component. 

Damage Assessment. Due to stress redistribution during 
creep loading conditions, the steady-state (secondary) creep 
rate, e, also varies with time. Therefore, the Monkman -Grant 
failure criterion may not be used in the form in Eqs. (2) and 
(3) to predict lifetime. The following concept, based on damage 
accumulation, can be used to predict service life with the Monk-
man-Grant criterion. 
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The component's predicted life is determined based on a 
damage function, D. The damage function is generally denned 
as 

0 < D < 1 

where D = 0 for an undamaged component and D = 1 for a 
failed component. If failure is assumed to occur at time t = tf, 
then the damage, D, is equal to unity at that time. A nonlinear 
analysis divides the time into steps, over which the stress and 
strain rates are assumed to be constant. The cumulative damage 
is subsequently calculated as time elapses in a manner similar 
to Miner's rule for fatigue loading. The damage is expressed 

D 
Ah At2 

— - + —- + 
+ At1="AtL 

Ifn tf< 
(10) 

where tfi is the creep rupture time based on the loading condi
tions during the ith time step, Af, is the duration of the ith time 
step, and n is the number of time steps to failure. 

The creep rupture time for the ith time step, tfi, is determined 
using an appropriate failure criterion. For the Monkman-Grant 
criterion given in Eq. (2) , this time is 

tr, = 
& 

(11) 

where e, is the creep strain rate for the ith time step. Substituting 
the secondary creep strain rate into Eq. (11) yields 

tf,= 

Cytjfs exp 
T, 

(12) 

where a, and T-, are the stress and temperature of the jth time 
step. Substituting Eq. (12) into Eq. (10) gives an expression 
for the damage 

D = 
C?2 

I a"^ exp 
bjCu 

T, 
M (13) 

Failure is assumed to occur when the normalized cumulative 
damage at any point in the component reaches unity. The corre
sponding time will be the creep rupture life for that component. 

The modified Monkman-Grant (MMG) criterion may also 
be applied to compute the damage. Substituting the secondary 
creep strain rate into Eq. (3) yields 

t„ = C7b*aT exp 
C\pd2 d^ 

T, T, 
(14) 

where <x, and T, are the stress and temperature of the jth time 
step. Substituting Eq. (14) into Eq. (10) gives an expression 
for the damage 

D = exp d, + d2Cu 

T, T, 
al^At, (15) 

Failure is assumed to occur when the normalized cumulative 
damage at any point in the component reaches unity. The corre
sponding time will be the creep rupture life for that component. 

Program Capability 
The CARES/CREEP integrated design computer program 

predicts the service life of a monolithic ceramic component as 
a function of its geometry and loading conditions. CARES/ 
CREEP couples commercially available finite element pro
grams, with design methodologies to account for material failure 
from creep rupture. The code is divided into two separately 
executable modules, CARES/CRPEST and CARES/CREEP, 

I Creep Test Data I 

Component Geometry Loads 
Material Properties 

Parameter Estimation 
CARES/CRPEST 

Model Generation I 

Heat Transfer Analysis I 

Primary & Secondary 
Creep Strain Rate 
Parameters 

Nonlinear Stress 
Analysis 

Modified 
Monkman-Grant 
Parameters 

Nodal 
Temperatures 

Time-Varying 
Stresses and 
Temperatures 

Ceramics Analysis and Reliability 
Evaluation of Structures 

CARES/CREEP 

Cumulative Damage Map 

Fig. 1 Block diagram for the creep analysis of a monolithic ceramic 
component using CARES/CREEP 

which perform: (1) calculation of parameters from experimental 
data using laboratory specimens; and (2) damage evaluation of 
thermomechanically loaded ceramic components, respectively. 
Finite element heat transfer and nonlinear stress analyses are 
used to determine the temperature and stress distributions in 
the component. The creep life of a component is discretized 
into short time steps, during which the stress and strain distribu
tions are assumed constant. The damage is calculated for each 
time step based on a modified Monkman-Grant creep rupture 
criterion. Failure is assumed to occur when the normalized accu
mulated damage at any point in the component is greater than 
or equal to unity. The corresponding time will be the creep 
rupture life for that component. CARES/CREEP produces a 
cumulative damage plot for graphic rendering of the structure's 
critical regions. 

A schematic representation of the integrated design process 
is shown in Fig. 1. The CARES/CREEP algorithm makes use 
of the nonlinear stress analysis capabilities of the ANS YS finite 
element program. Before building a model in ANSYS, the creep 
response of the material must be known. An input file containing 
these parameters is generated by the parameter estimation mod
ule of CARES/CRPEST. This module is written in FORTRAN 
77 and has as its input data from creep tests. After the parameter 
estimation and nonlinear analysis has been completed, the sec
ond half of the CARES/CREEP program may be run. This 
module is executed from within the ANSYS program and is 
written in APDL (Ansys Parametric Design Language). APDL 
routines usually take the form of an ANSYS macro, which is 
a sequence of ANSYS commands recorded on a file for repeated 
use. By recording these commands on a macro, they can be 
executed with one ANSYS command. When this execution is 
completed, a damage map of the component is displayed in the 
graphics window. This map consists of a contour plot of the 
component's damage at the time when failure has taken place, 
or at any design life. 

The parameter estimation module computes the Norton, Bai
ley-Norton, and modified Monkman-Grant coefficients from 
uniaxial creep tests. Experimental data may be in one of two 
forms. The first is the more complete set of data. A standard 
creep test involves applying a constant load over a period of 
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Table 1 ANSYS structural elements with creep capabilities 

Thermal Structural Geometry Nodes 

2-D PLANE35 PLANE2 Triangle 6 
PLANE55 PLANE42 Triangle 

Quadrilateral 
3 
4 

PLANE77 PLANE82 Triangle 
Quadrilateral 

6 
8 

3-D SOLID70 SOLID45 Tetrahedron 
Prism 

Hexahedron 

4 
6 
8 

SOLID87 SOLID92 Tetrahedron 10 

Shell SHELL43 

SHELL51 

Triangle 3 
Quadrilateral 4 

Line 2 

time or until the specimen fails. The strain is recorded as a 
function of time for varying test temperatures and loads. All 
parameters, primary and secondary creep strains and for the 
modified Monkman-Grant equation, may be evaluated from 
this data. After the title and elastic modulus, the input file con
sists of a header line for each test which contains the test temper
ature and load, followed by two columns, strain and time. The 
data set ends with a marker to indicate the start of a new data 
set. The second available data option yields secondary creep 
and Monkman-Grant parameters. For this data set the strain 
versus time curves are not required, but the minimum strain 
rate (secondary creep strain rate) and time to failure are input. 
The input consists of four columns of data, with one line of 
data for each test specimen. The data entries are temperature, 
stress level, minimum strain rate, and time to failure. 

CARES/CREEP is an ANSYS macro, which computes the 
damage for each element. The damage is evaluated for the 
modified Monkman-Grant failure criterion as given in Eq. 
(10). Finite element analysis is an ideal mechanism for ob
taining the stress distribution needed to calculate the survival 
probability of a structure. Each element can be made arbitrarily 
small, such that the stresses can be taken as constant throughout 
each element (or subelement). In CARES /CREEP, the damage 
calculations are performed at the element centroid, or option
ally, at the node points. Using the nodal points enables the 
element to be divided into subelements, where the stresses and 
temperatures are calculated. 

Input Information. The CARES/CREEP analysis is 
closely coupled to the ANSYS general purpose finite element 
package. As a result of this integration, the input for CARES/ 
CREEP is centered around ANSYS input and restrictions. The 
requirements for a CARES/CREEP analysis do not extend be
yond those for the appropriate ANSYS analysis. This program 
runs as a macro, so information from the ANSYS database does 
not need to be extracted for further manipulation outside the 
finite element program. 

ANSYS contains a vast element library, which includes ele
ments for structural, thermal, magnetic and electronic field, and 
fluid analysis. A thermomechanical analysis of a ceramic com
ponent would involve the thermal and structural elements. AN
SYS contains several elements with creep modeling capabilities. 
A list of the two-dimensional, three-dimensional, and shell ele
ments is given in Table 1. Additional elements with creep capa
bilities include beam and pipe elements, which are not com
monly used to model ceramic components. All two-dimensional 
structural elements have two degrees of freedom per node and 
may be used for plane stress, plane strain or axisymmetric analy
sis. The three-dimensional structural elements, which would be 

most commonly used for ceramic component analysis, have 3 
degrees of freedom per node. 

The three-dimensional hexahedron element with midside 
(20), SOLID95, nodes does not have creep modeling features. 
If midside nodes are desired for a three-dimensional analysis, 
the 10-node tetrahedral element, SOLID92, must be used. 

The required steps for a CARES/CREEP thermomechanical 
analysis are: 

PREP7—Construct the model with thermal boundary condi
tions 

SOLUTION—Heat transfer solution 
ETCHG—Change element type to their corresponding ele

ment type, in this case, thermal to structural 
/INPUT, CRPEST, ANS—Read CRPEST input from a file 

generated by CRPEST 
SOLUTION—Apply mechanical BC's and loads and solve 
POST1—Enter POST1 for postprocessing 
CARESCR—Execute CARES/CREEP to calculate accumu

lated damage 

where PREP7, SOLUTION, and POST1 are ANSYS process 
operations, ETCHG and /INPUT are ANSYS commands, and 
CARESCR is the CARES/CREEP macro. The ANSYS pro
gram is divided into several processors each serving a particular 
purpose. The general preprocessor (PREP7) is where the model 
is built. Boundary conditions are applied and the solution is 
obtained in the SOLUTION phase. The evaluation of the results 
of a solution takes place in POST1. 

A typical input file for the CARES/CRPEST code is given 
in Fig. 2. The ' / ' commands are used for program control and 
general information. Program control includes SCRIT, 
PSRATIO, DATAOPT, START, STOP, and END. The purpose 
for each of these is shown in Fig. 2 with two exceptions. The 
SCRI keyword directs which stress will be used in the creep 
calculations. The options for this command correspond to input 
for the ANSYS *vget command. The DATAOP keyword speci
fies which type of data will be supplied for the creep response 
of the material. The FULL option, DATAOP = 1, is demon-

/TITLE,Example Problem #1 
/EMOD,400.E+09 ! elastic modulus 
/MATID,1 ! material number 
/SCRIT, 1 ! stress for damage calculation 

1 - equivalent 
2 - maximum principal 

/PSRAT.0.333 ! default i^/t, ratio 
/DATAOP, 1 ! full time-strain history 
/FAILCR,1 ! failure criteria option 

1 - modified Monkman-Grant 
2 - Monkman-Grant 

/RGAS ! universal gas constant 
/TOFFST ! specifies the offset temperature from 

absolute zero to zero 
! 1 st specimen 

/START stress temperature tps 
t,s ! time-strain, paired data 

/STOP 
! 2nd specimen 

/START stress temperature tps 
t,e ! time-strain, paired data 

/STOP 

//END 

Fig. 2 CRPEST input file 
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strated in Fig. 2. The SECOND option, DATAOP = 2, indicates 
secondary creep rates will be input. The data include stress, 
temperature, secondary creep strain, and time to failure for each 
specimen tested. Secondary creep strain rate parameters are 
calculated from these data. 

Output Information. Output for this program is divided 
into two parts depending on which program is executed. The 
CRPEST output contains a summary of specimen data and the 
estimated parameters. An echo of the command parameters and 
their interpretation is also included. For the iterative solutions 
the values at each step are also given. 

The first part of all CARES/CREEP output data contains an 
echo of ANSYS runtime statistics and CARES /CREEP control 
input. The damage for each element is output at the time to 
failure as well as the time history of the elements with the 
highest accumulated damage. The cumulative damage for each 
element is stored in an element table within ANSYS so that the 
cumulative damage map may be constructed. After the CARES/ 
CREEP macro is executed, this map appears in the ANSYS 
graphics window. The data is stored in the element table for 
future use. 

Examples 
Benchmark problems of creep life prediction for ceramic 

components under multi-axial loading are used to validate the 
CARES/CREEP program. Two examples of ceramic compo
nents under multiaxial loads are presented here. The first exam
ple is the spin disk, which was a part of AlliedSignal's program 
to develop and demonstrate life prediction methods for ceramic 
components of advanced vehicular engines (Cuccio et al., 
1995). The failure mechanisms for this example were found to 
be a combination of creep and slow crack growth. The second 
problem was a silicon nitride notched tensile specimen, which 
was analyzed as a part of Saint-Gobain/Norton advanced heat 
engines applications program (Sundberg et al., 1994). Both of 
these efforts were sponsored by the Department of Energy as 
a part of the Ceramic Technology Project. 

Spin Disk. This example demonstrates the use of CARES/ 
CREEP and CARES/LIFE to predict the time-dependent be
havior of ceramic components under multiaxial loads. The data 
for this example are from work done by AlliedSignal Engines 
on the life prediction methodology for ceramic components 
(Cuccio et al., 1995). This work included tests on silicon nitride 
NT154 for a variety of uniaxial and multiaxial specimens. The 
uniaxial tests were conducted on three- and four-point bend 
and tensile specimens at temperatures ranging from ambient to 
1400°C. Confirmatory tests were designed to simulate the stress, 
size, and loading conditions that represent actual engine compo
nents. Three multiaxial tests were conducted: notched tensile, 
tension-torsion, and the spin disk. 

Life predictions for the spin disk were chosen to validate the 
CARES/CREEP code. Buttonhead uniaxial test specimens were 
used to determine the creep parameters and consequently serve 
as a basis for these predictions. The tension test is the preferred 
method for characterizing the high-temperature properties of 
the silicon nitride. The uniaxial test geometry consists of a 
buttonhead cylindrical specimen with a gage section diameter 
of 6.35 mm. The highest creep strain rates should be confined 
to the gage section rather than the pin-loaded holes. The creep 
characteristics of silicon nitride (NT 154) when isothermally 
loaded in uniaxial tension at temperatures in the 1200-1400°C 
range have been investigated. The strain as a function of time 
for each test is known. The total data base consisted of 83 
specimens for various temperatures and loads. With this infor
mation the primary and secondary creep may be characterized 
for this material. 

Iterating over Eqs. (7) and (8), the secondary creep rate 
parameters converged after 52 iterations. The parameters, C7, 
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Fig. 3 Experimental versus analytical creep rates for NT154 ceramic 
from Saint-Gobain/Norton 

C8, and C l0, are 2.78 X l (T 3 7Pa M 4 h, 6.94, and 114,000 K, 
respectively. These parameters are assumed to be material con
stants. To determine whether they vary from one specimen to 
the other, the experimental secondary creep strain rate is plotted 
as a function of the analytical secondary creep strain rate, Fig. 
3. The analytical value is found using Eq. (6) and the constants 
estimated for the material and the stress and temperature condi
tions of the individual specimen. If the analytical and experi
mental creep rates are equal, the data point will lie on the line 
in Fig. 3. Since all of the points are relatively close to the line, 
the estimated parameters for this material adequately character
ize the secondary creep rate of the individual uniaxial test speci
mens. The primary creep parameters as given in Eq. (5) were 
calculated and are C, = 5.14 X lO^VPa105 h021, C2 = 1.05, 
C3 = 0.785, and C4 = 25290 K. 

The strain as a function of time for a uniaxial specimen 
whose temperature and applied load were 1371°C and 145 MPa, 
respectively, is shown in Fig. 4. The experimental results (solid 
line) and the analytical strains (dashed line) are plotted. Both a 
primary and secondary creep regime are present. The analytical 
curve was generated using the material constants given above. 
The analytical curve is the sum of the primary and secondary 
creep strain in order to be compatible with the creep modeling 
in ANSYS. The analytical creep response is plotted with its 
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Fig. 4 Creep strain as a function of time for a smooth tensile specimen 
at 1371 C and 145 MPa 
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Fig. 5 Components of creep strain as a function of time for a smooth 
tensile specimen at 1371°C and 145 MPa Fig. 7 Temperature distribution in the silicon nitride spin disk 

primary and secondary creep components separated in Fig. 5. 
Both Figs. 4 and 5 are shown to demonstrate the manner in 
which the creep strain is handled within the ANSYS program. 
The correlation of the analytical and experimental data is excep
tional for this specimen. Typically, experimental creep rates 
within a factor of two of the analytical creep rate are within 
acceptable limits for these materials. 

The mesh for the spin disk is shown in Fig. 6. The ANSYS 
model contains 1126 axisymmetric elements (PLANE82). The 
maximum diameter of the disk is 0.137 m. The height of the 
disk is 0.0483 m including the shaft. A rotational velocity was 
applied to the disk. The disk is constrained in the shaft to prevent 
rigid body translation in the vertical direction. The temperature 
distribution in the spin disk is not uniform in the shaft region. 
This distribution is plotted in Fig. 7. The temperature of the 
body of the disk is 1370°C. 

The creep life of the spin disk was estimated at 5500 hours. 
The life of these components in laboratory experiment was 
approximately 10 hours. Test results indicated that the disks did 
not fail in the creep regime. Possible failure mechanisms in
cluded slow crack growth and surface (machining) damage. A 
fast fracture and slow crack growth analysis was conducted on 
the disks as well. The equivalent stress distribution as well as 
the maximum principal stress distribution were examined for 
the disks. The Von Mises (equivalent) and maximum principal 
stress distributions are plotted as a function of time in Figs. 8 
and 9 for a disk at 50,000 rpm. CARES/CREEP predictions 
were based on the equivalent stress in the disk. At time = 0, 
Fig. 8(a) , the equivalent stress is maximum in the center of 
the disk. The maximum remains in the center for the duration 

Fig. 6 Axisymmetric finite element mesh for the spin disk 
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of service, Fig. 8 (b) . The distribution of the maximum principal 
stress as a function of time is much different. At time = 0, Fig. 
9 (a ) , the maximum value is at the center of the disk. As time 
passes, the maximum value resides on the surface, Fig. 9(b). 
At life as low as 100 hours, the surface stress is close to the 
maximum value in the interior of the disk. Fast fracture and 
slow crack growth analysis are most closely a function of the 
maximum principal stress. 

The results of a creep and a slow crack growth analysis 
cannot be compared directly since the evaluated quantities are 
not the same. The creep life is found in terms of the damage 
sustained over the service life of a component. Failure due to 
fast fracture and slow crack growth is quantified by assigning 
a probability of failure or survival to a component for a given 

m 

Fig. 8 Von Mises stress distribution in the spin disk at time equal to (a) 
zero and (b) 5500 hours 
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Fig. 9 Maximum principal stress distribution in the spin disk at time 
equal to (a) zero and (b) 5500 hours 

lifetime. If that probability of failure is less than one that has 
been established as acceptable for design then the component 
may be suitable for that application. A general comparison of 
the two analyses will be made in order to understand the mecha
nisms behind the failure of these disks. 

The cumulative damage for the spin disk after 5500 hours is 
plotted in Fig. 10. The damage is maximum and equal to one 
at the center. CARES/CREEP then predicts a lifetime in creep 
of 5500 hours. The slow crack growth analysis predicts much 
smaller lifetime. The fast fracture (instantaneous) probability 
of failure is 0.001. After 100 hours, the probability of failure 
is 0.05. With probability of failures of this magnitude, the disks 
would be expected to fail due to slow crack growth. In addition, 
the spin disks were also found to fail at the surface and the 
potential for damage due to surface finishing operations most 
likely contributed to their ultimate failure. 
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Fig. 11 Experimental versus analytical creep rates for NCX-5100 ce
ramic from Saint-Gobain/Norton 

Notched Tensile Specimen. The aim of this example is to 
predict the multi-axial creep rupture behavior of silicon nitride, 
NCX-5100, from data obtained from uniaxial specimens 
(Sundberg et al„ 1994). This effort was a part of a study of 
the joining of silicon nitride to silicon nitride. Creep experi
ments were conducted on two types of specimens. First, smooth 
tensile tests were investigated in order to characterize the creep 
response of the silicon nitride. Second, experiments on notched 
tensile bars provided a multiaxial loading condition where the 
creep life may be predicted from data obtained from the smooth 
tensile specimens. 

The tension test is the preferred method for characterizing 
the high-temperature properties of the silicon nitride. The uniax
ial test geometry consists of a flat dog-bone with tapered holes 
to account for the relief of out-of-plane alignment. The highest 
creep strain rates should be confined to the gage section rather 
than the pin-loaded holes. The creep characteristics of silicon 
nitride (NCX-5100) when isothermally loaded in uniaxial ten
sion at temperatures in the 1275 - 1425°C range have been inves
tigated. The minimum creep rate, temperature, stress, and time 
to failure for each specimen are known. The secondary creep 
rate and Monkman-Grant parameters were computed from this 
data set. 

Iterating over Eqs. (7) and (8), the secondary creep rate 
parameters converged after 14 iterations. The parameters C7, 
C8, and C,o are 7.858 X 10-26/Pa675 h, 6.75, and 127,560 
K, respectively. These parameters are assumed to be material 

T T T T T T T T 

Fig. 10 Cumulative damage in the spin disk after 5500 hours 
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Fig. 13 Maximum principal stress in the notched tensile specimen at 
time equal to (a) zero, (o) 10, and (c) 100 hours 

constants. To determine if they vary from one specimen to the 
other, the experimental secondary creep strain rate is plotted as 
a function of the analytical secondary creep strain rate, Fig. 11. 
The analytical value is found using Eq. (6) and the constants 
estimated for the material and the stress and temperature condi
tions of the individual specimen. If the analytical and experi-

Table 2 Predictions and experimental results for the notched tensile 
specimens 

Reduced Section Predicted Failure Experimental 
Stress (MPa) Time (hours) Failure Time (hours) 

105 179. 314. 
120 80. 44. 
135 42. 39. 
150 21. 3.5 
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Fig. 14 Cumulative damage distribution in the notched tensile specimen 

mental creep rates are equal, the data point will lie on the line 
in Fig. 11. Since all of the points are relatively close to the line, 
the estimated parameters for this material reasonably character
ize the secondary creep rate of the individual uniaxial test speci
mens. 

The mesh and load applied for this example is shown in Fig. 
12. The ANSYS model contains 1047 axisymmetric elements 
(PLANE-82). In addition to the axisymmetric loading and ge
ometry conditions, the bar is also symmetric in the longitudinal 
direction. One-half of the bar is meshed as shown in Fig. 12. 
The notch is on the outside of the bar and its radius is 20 percent 
of the radius of the gage section of the tensile specimen. The 
model was long enough in the direction of the load so that the 
stress distribution in the bar is uniform and equal to the applied 
load divided by the area. The mesh was refined so that the 
multiaxial stress state at the notch root will then be character
ized. 

Four notched bars were tested. The reduced section average 
stresses were 105, 120, 135, and 150 MPa. The maximum prin
cipal stress (120 MPa reduced average section stress) as a 
function of time for the bar is shown in Fig. 13. Figures 13(a), 
13(b), and 13(c) are the maximum principal stresses at 0, 10, 
and 100 hours. The stress away from the notch is constant 
and uniaxial. When the load is initially applied, time = 0, the 
maximum principal stress is at the root of the notch. As time 
progresses, the stress relaxes and, the local maximum moves 
into the interior of the notched bar. This will influence the 
damage calculations and it was found that the location of the 
maximum cumulative damage moves away from the surface as 
a function of the predicted failure time. 

The Monkman-Grant parameters were determined from the 
smooth tensile specimens. The NCX-5100 material did not dis
play stratification of the Monkman-Grant curve and therefore 
the Monkman-Grant criterion was used. The values of bx and 
b2 from Eq. (2) are 6.87 X 10~3 h0073 and 0.927, respectively. 
Table 2 gives a summary of the failure predictions for the 
notched bars as a function of their reduced section stress. The 
predicted life for these specimens matches reasonably well the 
experimental failure times. 

For this example, the damage calculations were based On the 
maximum principal stress values. Figure 14 shows a cumulative 
damage map for the 120 MPa bar after 80 hours. The cumulative 
damage is equal to one and is located near to but not directly 
at the root of the notch. The location of the maximum damage 
is a function of the predicted failure time. For higher stresses, 
lower failure times, the damage is maximum closer to the notch 
root. As the stress decreases, the time to failure increases and 
the location of the maximum damage moves away from the 
notch root. 

Conclusions 
A general purpose creep life prediction code has been gener

ated, which is integrated with ANSYS finite element software, 
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and can be used to design structural ceramic components. The 
program includes the Monkman-Grant and modified Monk-
man-Grant failure criteria to evaluate the damage of a ceramic 
component. This methodology will be extended for additional 
creep laws and failure criteria. The methodology will be en
hanced to include stochastic effects, and therefore make the 
results of the program compatible with slow crack growth phe
nomenon as in CARES/LIFE. 
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Radial Turbine Development 
for the 100 kW Automotive 
Ceramic Gas Turbine 
The development of turbine components for the automotive 100 kW ceramic gas 
turbine has entered the final stage of the seven-year project and is making satisfactory 
progress toward the goals. We have attained the interim targets of the aerodynamic 
performances and have been carrying out tests to further improve efficiency. As for 
ceramic parts, we have changed the material of the turbine rotor to a new one that 
is excellent in long-sustained and high-temperature strength properties, and have 
confirmed substantial strength at high temperature through hot-spin tests. After evalu
ating blade-vibration stress through analyses and experiments, we completed an 
endurance evaluation at 1200°C (1473 K) TIT (Turbine Inlet Gas Temperature) and 
a rated speed of 100,000 rpm. We are now carrying out endurance tests at 1350°C 
(1623 K) TIT. For ceramic stationary parts, we already finished the evaluations at 
1200°C TIT and are also conducting an endurance test at 1350°C TIT. Using these 
parts in a full-assembly test, together with other elements, we confirmed that they 
cause no functional problem in tests performed at 1200°C TIT level up to the rated 
speed (100,000 rpm), and are evaluating their performances. 

Introduction 
The development of the "100 kW automotive ceramic gas 

turbine (CGT)," which demonstrates excellent properties in 
terms of being highly efficient and less pollutive, and having 
multifuel capability, has been in progress since 1990. CGT 
development was started as a project of the Agency of Natural 
Resources and Energy, Ministry of International Trade and In
dustry, and is chiefly conducted by the Petroleum Energy Center 
(PEC) under the cooperation of related industries, such as the 
petroleum, automobile, and ceramic industries [1]. 

Among CGT elements, turbine components are the most im
portant. Ceramics are used for turbines because turbine compo
nents are exposed to high-temperature gas and required to attain 
the target aerodynamic performances after securing strength 
reliability [ 2 - 4 ] . Figure 1 shows the overall structure of turbine 
components. At present, the evaluation at 1200°C (TIT) has 
been completed, and that at 1350°C TIT, the target, is under 
way. This report will introduce the development of the rotors 
and nozzles, which are main parts of the turbine components. 

Turbine Basic Design Specifications 
With regard to the aerodynamic performance of turbines, we 

have made efforts for optimization of blade design, while mak
ing tradeoffs between the performance and strength reliability 
to match the characteristics of the ceramic materials. In evalua
tion of the aerodynamic performance, we carried out tests at 
low temperatures under corrected aerodynamic conditions to 
ward off possible errors in temperature measurements using 
metallic model parts. Reviewing the first design, which is based 
on the initial design specifications, in order to improve effi
ciency particularly at a low pressure ratio, we increased the 
degree of reaction and improved the flow velocity distribution. 
We thereby successfully achieved the interim target perfor
mance. In addition, we also conducted performance evaluations 
of ceramic rotors and nozzles and confirmed their performance 
to be the same as that of the metallic parts. 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-366. Associate Technical Editor: J. N. Shinn. 

On the other hand, target values that had been initially set 
for the long-term, high-temperature strength properties of rotor 
materials, as described in the next section, were found to be 
difficult to attain, so the rated speed was reviewed and changed 
from 110,000 rpm to 100,000 rpm. Furthermore, in consider
ation of the indefinite factors of the long-term, high-temperature 
strength of ceramic material, we designed and manufactured a 
prototype in which the centrifugal stress was reduced 8 to 10 
percent at the same speed to make it a primary requirement to 
secure strength, by reducing the number of blades from 14 to 
12, and the inlet's outer diameter from 127 to 122 mm. 

Table 1 shows the specifications for the respective turbines. 
Figure 2 shows the basic dimensions of the rotors and nozzles. 
At present, renewed efforts in design and experiment for still 
higher efficiency are under way to achieve the final target. This 
paper describes the status of development of ceramic rotors and 
nozzles (Figs. 3 and 4) manufactured, tested, and evaluated so 
far. 

Rotor Materials 
The design targets for the strength and reliability of a rotor 

are a failure probability of 10 "5 under the conditions of 300 
hours of rated continuous operation and 10,000 cold starts. We 
set the stress levels under the individual operating conditions 
on the basis of the material data acquired in the initial stage of 
development, and determined the basic specifications, including 
tip-speed, number of blades, hub shape, etc. Figure 5 shows 
the strength data on the typical materials. From the previously 
acquired fast fracture flexural strength data, the target values of 
material strength were estimated and adopted for the design. 
The material test data and rotor burst test data later obtained, 
however, revealed that the original data contained evidence of 
the stress relaxation effects peculiar to the flexural tests at 1200 
to 1400°C. It also became clear from the hot spin tests and 
material test data described later how differences are between 
fast fractural and static fatigue strengths. In order to reduce the 
stress level, therefore, we decided to change the rated speed 
from 110,000 to 100,000 rpm. 

We had set the design target values on the basis of the limited 
material data available at the beginning of the project, and it 
seems that there was a problem in interpreting the meaning of 
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Fig. 1 Structure of turbine components 

Table 1 Turbine specification at rated point 

Initial Design Final Design 
Rotor Speed (rpm) 110,000 100,000 
Gas Flow (kg/s) 0.421 0.449 
Inlet Pressure (MPa) 47.8 46.9 
Inlet Temp. CC/K) 1350/1623 1350/1623 
Expansion Ratio 4.25 4.13 

the presented data from manufacturers. The fast fracture and 
the 300-hour static fatigue data with respect to temperature, re
evaluated by material tests performed later, are jointly shown 
in Fig. 5. The high-temperature strength decline of the SN91 is 
greater than the SN88M, especially in static fatigue strength. 

Since the flexural tests on the high-temperature side involve 
problems as mentioned above, we decided to evaluate the mate
rials by tensile tests. Figure 6 shows the results of the tests at 
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Fig. 5 SN88M, SN91 strength properties 

1200°C. The fracture mechanism of the SN88M is due to what 
is known as slow crack growth. The results, if modified on the 
basis of the volume effect, coincide with those of the flexural 
tests in Fig. 5. With regard to the SN91, on the other hand, its 
decline in strength with respect to time is larger than during 
flexural tests, revealing an unstable region in its use as a mate
rial. Since the SN88 series appeared to be technically difficult 
to manufacture at the beginning of the project, we initially did 
not adopt it as a rotor material. What we adopted first was the 
SN91, which provided relatively high values in the cold spin 
tests. Beginning in the latter half of the evaluation tests at 
1200°C TIT, however, we changed the material to the SN88M. 

With regard to the mechanism of a radical decline in strength 
on the high-temperature side, we performed high-temperature 
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Fig. 6 Static tensile fatigue properties of SN91 & SN88M (n: static fa
tigue exponent) 
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Fig. 7 Stress and temperature distribution in the rotor (TIT; 1350 C, 
100,000 rpm rated conditions, SN88M) 

exposure tests on the respective materials in the atmosphere 
and confirmed intergranular voids produced due to the phenom
ena of the movement of sintering aids in the material microstruc-
ture to the surface and their oxidations. These voids are coupled 
and lead to fracture in the stress field, constituting a widely 
variable fracture mechanism dependent on the exposed atmo
sphere and stress conditions. Therefore, use of the materials 
under high-stress condition at temperatures exceeding their limit 
temperatures should be avoided. 

Centrifugal Strength Design and Evaluation of Rotors 
Figure 7 shows the results of analyses of the stress and tem

perature distributions of the first design rotor made of the 
SN88M at the rated 100,000 rpm and 1350°C TIT. Because of a 
relatively high expansion ratio and high tip speed, the maximum 
temperature in the rotor is approx. 1100°C. The temperature in 
the high stress region is also below 1050°C. Figure 8 shows the 
failure probability distribution of fast fracture per unit volume 
obtained from the strength characteristics of the SN88M in Fig. 
5 by assuming that Weibull Modulus m = 15, which is necessary 
to attain rotor strength and reliability target described before 
[5] . The failure probability peaks exist at the rotor hub center 
and blade roots on the suction side. These are areas where 
special considerations must be incorporated to eliminate mate
rial defects. The reliability analyses of the rotors were per
formed by the analytical code based on CARES [6]. 

For evaluation of materials and manufacturing processes of 
the rotors, the test pieces cut out from the rotors were subjected 
to strength tests, and then cold spin tests, hot spin tests, and 
endurance tests were carried out successively. The evaluation 
results were fed back to the materials and manufacturing tech
nologies, and the design and analytical procedures were re
viewed. For the ultimate goal of supplying a reliable and durable 
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Rotor Materials 

Fig. 9 Hot spin test results (TIT; 1200°C) 

rotors for engine tests, we carried on our developmental activi
ties in two separate stages from 1200°C to 1350°C TIT. 

Figure 9 shows the burst speeds of the first design rotors 
made of various materials (SN90, 91, 88M/NGK, SN252, 253/ 
Kyocera, EC152, 155/NTK) in the hot spin tests at 1200°C 
TIT. A hot spin test is an experiment performed by supplying 
combustion gas to the subject rotor and increasing its speed in 
stages under predetermined conditions, while absorbing the load 
with the compressor, to find the burst speed. Since there are no 
nozzle vanes upstream of the rotor, and the gas that is not 
accelerated enough through the scroll-like gas passage flows 
into the rotor, the relative total temperature is higher than under 
actual engine conditions. 

In the hot spin tests at 1200°C TIT, therefore, as indicated 
by the analysis results of Fig. 10, the material temperature in 
the high-stress region of the rotor is a little higher than that in 
the rated condition of 1350°C TIT. The hot spin tests, therefore, 
are overspeed burst tests under about 150°C TIT or higher ex
cess condition, as well as evaluation tests that allow for the 
margins for strength variance on the high temperature side of 
the materials and the operating temperature variation. The burst 
speeds of the various materials at 1200CC TIT shown in Fig. 9, 
with some exceptions, are almost equivalent in their strength 
level and scattering. 

As previously stated, we reviewed the material strength test 
data. The SN91 declined its strength at more than 900°C and 
showed a high time dependency. It became clear that these are 
due to the intrinsic characteristics of the material containing the 
sintering aids. For this reason, we decided to change the rotor 
material to the SN88M. 
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Fig. 8 Failure probability distribution in the rotor (TIT; 1350°C, 100,000 
rpm, rated conditions, SN88M) 

Fig. 10 Temperature distribution in the rotor (TIT; 1200°C, 100,000 rpm, 
hot spin test conditions) 
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Fig. 11 Hot spin test results (TIT; 1350°C) 

Figure 11 shows the results of hot-spin tests at 1350°C TIT 
on the rotors made of various types of materials (SN88M/NGK, 
SN253, 281/Kyocera, EC157/NTK). The rotor specifications 
include the first design, which is a 14-blade rotor with 127 
mm in inlet outer diameter, and new designs, which are lower 
centrifugal stress version rotors associated with the respective 
materials (12-blade type with 122 mm diameter and 12-blade 
type with 127 mm diameter) incorporating the steps for improv
ing blade vibration strength as described later. The hot spin test 
rig is also near its limits in both gas temperature and speed, 
giving some cases where the tests are intermediately interrupted. 
The Weibull plots of the SN88M rotors on which many more 
test data are available and which show a relatively high strength 
are shown in Fig. 12 in comparison with those of the SN91. 
The data on the SN88M at 1200°C TIT and 1350°C TIT may 
be evaluated as almost the same population, showing practically 
no decline dependent on temperature as indicated by the mate
rial data. In addition, the data on the two types of rotors different 
in stress level may also be evaluated as the same population, 
indicating that the materials have become more stable in the 
manufacturing phase as well. Although Weibull Modulus m = 
11, the experiment values recently acquired among the subject 
rotors delivered during the period of about two years are at 
around a rotor tip speed of 900 m/s, creating a tendency to 

127mm Rotor Rated Speeds 

SN91 SN88M 
127mm Rotor Tip Speed (m/s) 

0.01 
Weibull Modulus 

Fig. 13 High-temperature turbine test rig 

make variance larger. The tendency represents improvements in 
manufacturing process technology. In the event a manufacturing 
process is established, the potential of Weibull Modulus m = 
15 through 20 can be expected. 

Following the hot spin tests, both the SN91 and SN88M 
rotors were subjected to endurance tests by installing them in 
the test rig of Fig. 13 together with the nozzles. The high-
temperature structure portion of the test rig, except the subject 
nozzle and rotor, is made of super alloys, and air cooling is 
done to enable it withstand continuous operation at 1350°C TIT. 
The life prediction of each of the rotors analyzed from the 
material characteristics of Fig. 5 and the actual results of the 
hot spin tests and endurance tests are shown in Figs. 14 and 
15. While the life prediction values tend to be somewhat lower 
than the actual data, the SN91 rotors are hard to adopt for many 
hours of operation at 1200°C TIT. As for the SN88M rotors, it 
seems that their 100-hour level durability at 1350°C TIT can 
be assured by applying cold or hot spin screening proof tests 
to the rotors at the lower side of scattering. The endurance tests 
at 1350°C TIT are now being carried out. 

The SN91 and SN88M coordinated in terms of the Larson-
Millar parameters used for evaluation of the creep rupture of 
super alloys are shown in Fig. 16. Two regions clearly different 
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Fig. 12 Weibull plots of hot spin test results Fig. 14 Life prediction and test results of SN91 rotor 

Journal of Engineering for Gas Turbines and Power JANUARY 1998, Vol. 1 2 0 / 1 7 5 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Hot Spin Test Conditions 
(F=1/2, m-20) 

• Hot Spin Test Results (TIT: 135010) 
OEnduranceTastflasults (TIT; 1200'C,with Nozzle) 

1 

Hot Spin Tost Conditions 
(F-1/2,m«15) 

Endurance Test Conditions 
(F. l /2,m. l5( 

Endurance Test Conditions 
(F.1/100, m-15) 

m : Weibull Modulus F: Failure Probability 
i i » ' » I I I I 

0.1 1 10 100 1000 
Time (hr) 

Fig. 15 Life prediction and test results of SN88M rotor (TIT; 1 3 5 0 C , 
except O, ) 

3rd Resonance 
2nd Resonance 

1st Resonance , 4th Resonance 
Rated Speed 

t - r - sn - - ' 
O Cold Turbine Test 
• High Temp. Turbine Test 

Black Mark Indicates 
Rotor Failure 

""Engine Operating Line 
3 • '" • 

•50 cycles 

3 6 9 12 
Turbine Rotor Speed (104 rpm) 

Fig. 17 Extent of damage due to blade-vibration stress (SN91 , first de
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in fracture pattern exist. On the high-temperature, long-term 
side, changes in the quality of the material microstructure occur 
as mentioned above. The tendency is obvious in the SN91 in 
which it appears at the low Larson-Millar parameter values, 
and there is also large scattering. The scallop region, which is 
relatively high in both stress and temperature levels, is the most 
likely cause for fracture of the SN91 rotors. On the SN88M 
rotors, however, both the stress and the Larson-Millar parame
ter have proper margins. 

Rotor Blade Vibration Strength 
As the procedures for development of turbines, the data on 

aerodynamic performance were first acquired and evaluated by 
low-temperature air through use of metallic model rotors. Blade 
design was then determined and ceramic rotors were manufac
tured to proceed with strength experiments and evaluations. To 
verify the aerodynamic performance of the ceramic rotors, they 
were placed in low-speed, high-load operation under low-tem
perature air to simulate aerodynamic conditions, but there hap
pened rotor failures in those tests. The results of subsequent 
analysis and study revealed that the cause for the failure was 
the second-order mode blade vibration stress generated by the 
blades resonating with the nozzle wakes. Figure 17 shows the 
relation between the blade resonance ranges and turbine loads. 
At the second-order mode resonance point, about three times 
of the turbine torque in the engine caused the failures. If it is 
lowered to a level equivalent to the engine load, no failure 
occurs. In the high-temperature turbine durability tests, how
ever, the rotor broke down in the third-order mode as well. 
Therefore, we conducted further experiments for analysis and 
further study. Figure 18 shows the vibration patterns of the first, 
second, and third-order modes and the stress distributions that 
exist in the operating range of the engine. The primary cause 
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Fig. 18 Blade-vibration modes and stress distributions 

seemed to be that the vibration damping factors of the ceramic 
materials were smaller than those of metals. To measure the 
vibration damping factors, therefore, we used the equipment 
shown in Fig. 19. The ceramic materials, compared with heat-
resistant metallic materials, have much less internal friction. 
The internal friction of the SN91 for example was found to be 
approximately 0.1 of that of the metallic materials, and that of 
the SN88M was found to be approximately 0.3. On the other 
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Fig. 16 Creep rupture properties of SN91 and SN88M Fig. 19 Measurement equipment of internal friction 
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Fig. 20 Measurement system diagram of blade-vibration stress 

hand, the SN88M is better than the SN91 in the vibration 
strength aspect as well. 

To clarify the blade vibration strength criteria, resonance 
point vibration stress in the first design metallic model rotors 
was measured by the strain gages bonded in the vicinity of the 
stress peak points and a FM telemeter. Low-temperature air was 
set flowing to see the behavior of vibration stresses under loaded 
conditions on the blade surface, and to know the total damping 
factors inclusive of aerodynamic elements and the exciting 
forces originating from the nozzle wakes. Figure 20 shows the 
measurement system. Figure 21 shows the measured stress val
ues for the loads, and the peak point stresses estimated from 
the measuring point stresses. The exciting force proportionally 
increases with respect to the turbine load. The sensitivity to 
vibration stress is about equal in the first and third-order modes. 
In the second-order mode, the sensitivity is about 40 percent 
higher than in the first and third modes. 

The damping characteristics of the ceramic materials and 
exciting force levels measured by the above-mentioned proce
dures were applied to the vibration stress analyses of the ceramic 
rotor blades. Then we calculated the failure probability or safety 
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Fig. 22 Turbine nozzle temperature distribution 

factor combining the centrifugal stress from static and cyclic 
fatigue strength of the materials and found the criteria in com
parison with the actual fracture conditions. Although it became 
clear that the fracture probability in the first and second-order 
modes could be put down low enough by changing the material 
to SN88M, which has greater internal friction and reviewing 
blade thickness distribution, we decided to exclude the third 
resonance points from the operating range of the engine, be
cause the excitative force was large and the centrifugal stress 
level high. Therefore, we changed the number of nozzle vanes 
from 21 to 18 and increased the level of the third-order mode 
vibration frequency. In addition, by use of a scaled-up nozzle 
model, the pattern of the nozzle wakes were measured by pitot 
tubes along the flow direction. The results obtained reveal suf
ficient damping of the wakes over a distance from the nozzle 
trailing edge to the rotor tip. 

Nozzle Design and Evaluation 

From the manufacturing standpoint, the nozzle is split into 
six segments as shown in Fig. 4 and made from SN88 supplied 
by NGK. Three of the segments have radial keys provided on 
both side plates for centering between the rotor and the shroud. 
The stationary structural portion, as shown in Fig. 1, is stacked 
up by the spring forces and balance piston forces. For a pressure 
difference that occurs due to expansion in the nozzle, the gas 
is sealed by the inner and outer peripheral portions of the side 
plates. In the first design specification, the number of nozzle 
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Fig. 24 Nozzle thermal-shock test rig 

vanes was set at 21, and the nozzle was configured by three-
and four-vane segments. To avoid resonance with the third-
order mode of the rotor blades, the 18-vane nozzle was config
ured by three-vane segments only. 

What affects the life of a nozzle is the thermal stresses gener
ated by transient temperature distributions at cold starts and 
stops. Analyses were made by setting the severest condition of 
raising the temperature in step to 1350°C when the combuster 
was ignited at the cold start, and cutting off the fuel from 
1350°C. Figure 22 shows the temperature distribution when the 
maximum temperature gradient is generated at the cold start 
and fuel cut-off. In all of the cases, a relatively large temperature 
gradient is produced at the vane trailing edges. The temperature 
gradient at the fuel cut-off, however, is not so sharp as at the 
cold start, because the gas temperature fall is slower due to the 
accumulated heat effect of the regenerators. At the cold start, 
the thermal expansion difference between the side plates and 
the vanes in the chord direction concentrate strains at the centers 
of trailing edges and generate the peak stresses. The maximum 
stress occurs in the No. 1 vane where the effects of side plate 
rigidity are relatively large. At the fuel cut-off, on the other 
hand, contractions of the trailing edges in the chord and span 
directions generate the peak stresses in the corner portions of 
the side plates and vanes. The stress level of the center vane is 
the largest. 

In the initial phase of some thermal shock tests, because of 
technical problems in manufacturing the nozzle whose corner 
R of the trailing edge roots was 1 mm or less, cracks attributable 
to thermal stress occurred. We analyzed the relation between 
corner R and generated stresses as shown in Fig. 23 and decided 
to secure a corner R of 3 mm. When no regenerator is provided, 
stress reaches a maximum under the condition of an abrupt stop 
made by cutting off fuel. It is a condition that can occur in the 
test equipment used to evaluate the matching performances of 
the compressor and turbine. 

The test rig for life evaluation for the transient thermal 
stresses of the nozzle segment assembly is shown in Fig. 24. 

The test rig is designed for cyclic exposures of the nozzle seg
ments to the high-speed streams of TIT level hot gas and cold 
air to provide transient temperature distributions. Endurance 
tests were performed by inserting thermocouples in a vane in 
one of the segments to monitor temperature change patterns 
and giving temperature gradients 1.2 to 1.4 times the analyzed 
values of Fig. 23. The endurance tests were performed in two 
stages of 1200°C and 1350°C TIT. In the respective stages, 250 
cycles were completed. 

Conclusion 

Because of the current circumstances in the long-term 
strength of the rotor materials, we decided to change the rated 
speed from 110,000 to 100,000 rpm. At the phase of the evalua
tion tests at 1200°C TIT, we decided to change the rotor material 
to one that provided more stable long-term stability on the high 
temperature side. From the hot spin tests at 1350°C TIT, it 
became clear that a material with enough durability and reliabil
ity for use in engine tests could be made available. At present, 
1350°C TIT endurance tests are under way. 

Rotor blade failures occurred because of their resonances 
with the nozzle wakes. The primary cause is that the damping 
characteristics of the ceramic materials are much smaller than 
those of metals. We analyzed the material characteristics and 
measured vibration stress to review the analytical procedures 
and criteria. We implemented a design in which the third-order 
mode resonance points were removed from the operating range. 
For the first and second-order modes, design considerations 
were incorporated to make sure that the allowable vibration 
stress limits were not exceeded. 

The nozzle configured by six segments has successfully com
pleted 250 cycles of heating and cooling thermal shock tests 
simulating engine starts and stops at 1350°C TIT maximum. 

Both the rotors and nozzles have been subjected to experi
ments up to 100,000 rpm at 1200°C TIT with all the component 
elements installed in the full-assembly test rig having the same 
basic configuration as the engine. Planning is under way to 
increase TIT to 1350°C step by step in this full assembly test 
rig-
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Progress on the European Gas 
Turbine Program "AGATA" 
The four-year European Gas Turbine Program "AGATA" was started in January 
1993 with the objective of developing three critical components aimed at a 60 kW 
turbogenerator in an hybrid electric vehicle: a catalytic combustor, a radial turbine 
wheel and a static heat exchanger. The AGATA partners represent car manufacturers 
as well as companies and research institutes in the turbine, catalyst, and ceramic 
material fields in both France and Sweden. This paper outlines the main results of 
the AGATA project for the first three-year period. Experimental verification of the 
components started during the third year of the program. A high-pressure/tempera
ture test rig for the combustor and the heat exchanger tests has been built and is 
now being commissioned. A high-temperature turbine spin rig will be ready late 
1995. The turbine wheel design is completed and ceramic Si3N4 spin disks have been 
manufactured by injection molding and Hot Isostatic Pressing (HIP). A straight 
blade design has been selected and FEM calculations have indicated that stress levels 
that occur during a cold start are below 300 MPa. The catalytic combustor final 
design for full-scale testing has been defined. Due to the high operating temperature, 
1350°C, catalyst pilot tests have included aging, activity, and strength tests. Based 
on these tests, substrate and active materials have been selected. Initial full-scale 
tests including LDV measurements in the premix duct will start late 1995. The heat 
exchanger design has also been defined. This is based on a high-efficiency plate 
recuperator design. One critical item is the ceramic thermoplastic extrusion manufac
turing method for the extremely thin exchanger plates another is the bonding tech
nique: ceramic to ceramic and ceramic to metal. Significant progress on these two 
items has been achieved. The manufacturing of quarter scale prototypes is now in 
process. 

Introduction 

The European EUREKA Gas Turbine Program "AGATA" 
[Advanced Gas Turbine for Automobiles] has been running 
since Jan 1993 with the objective of developing three critical 
components for a 60 kW turbogenerator in an hybrid electric 
vehicle: a catalytic combustor, a radial turbine wheel, and a 
static heat exchanger. The objective is to develop and test the 
three components individually as a full-scale feasibility study 
for future automotive applications. 

Pollutant emissions and fuel economy are prime and growing 
concerns in the development of energy converters for automo
bile applications. For both issues, high-performance objectives 
will have to be reached regardless of possible changes in the 
type and quality of available fuels. 

Technical specifications for the gas turbine, excluding electric 
generator, are as follows: 

• Mechanical output: 60 kW 
• Specific fuel consumption minimum: 200 g/kWh 
• Turbine inlet temperature: 1623 K 
• Maximum pollution emission: ULEV or similar Euro

pean standards 
• Fuel: Diesel or alternative fuels 

The AGATA partners represent car manufacturers as well as 
companies and research institutes in the turbine, catalyst, and 
ceramic material fields in both France and Sweden, as listed 
below: 

AC Cerama AB 
Aerospatiale 
Allied Signal Catal. 
Environ. (ACE) 
Allied Signal Turbo 

SA 
CEA/Cerem 
Ceramiques et 

Composites 
GRETH 
Institute Francais 

du Petrole 
ONERA 

Peugeot SA 
Renault 
Volvo Aero 

Corporation 

(S; company) 
(F, company) 

(F, company) 
(F, company) 

(F, research lab) 
(F, company) 

(F, resarch lab) 
(F, research lab) 

(F, research lab) 

(F, company) 
(F, company) 
(S, company) 

Ceramics 
Ceramics 

Catalyst 
Turbines 
Ceramics 
Materials 
Ceramics 

Heat exchangers 
Combustion 
Catalyst 
Turbines 
Combustion 
Heat exchangers 
Automobile 
Automobile 
Turbines 
Ceramics 

Program Status 

During the first two years of the program, design of the 
components, selection of manufacturing processes, and defini
tion of the test equipment has been completed. A dynamic sys
tem model has also been developed for the AGATA engine. 
The following important component parameters have been ana
lytically defined: 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-362. Associate Technical Editor: J. N. Shinn. 

Turbine wheel efficiency 86 percent. 
Catalytic combustor premixing zone and catalytic section 
final design including predicted fuel/air profile, degree of 
vaporization, autoignition risks, and catalyst formulation. 
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AGATA cold start up transient AGATA hot start up transient 

Time <o) 
42 48 63 63 70 

T ime (9) 

42 4Q 56 A3 tO 

Fig. 1 Cold and hot start transients 

• Fixed geometry heat exchanger performance and dimen
sions. The total volume and weight will be 55 liters and 
50 kg (casing included). 

Manufacturing of hardware is ongoing. Full-scale hardware for 
first tests will be ready October 1995. 

A high-pressure/temperature test rig for full-scale combustor 
and heat exchanger tests has been built and is now being comis-
sioned. LDV evaluation tests of flow patterns in the premix 
duct upstream of the combustor catalyst section will start De
cember 1995. A high-temperature turbine spin rig will be ready 
late 1995. 

During the third year of the program, experimental verifica
tion of scaled components was carried out. Ceramic materials 
and active catalyst materials have been focused on. Active cata
lyst material screening and performance testing including aging 
has been performed in a pilot scale test rig. Heat exchanger 
matrix test samples have been tested at high temperature in order 
to evaluate thermal fatigue behavior and bonding properties. 

System Definition 

The AGATA program is dedicated to the development of 
critical gas turbine components. The engine system is based on 
a dynamic model developed at Volvo Aero Turbines taking 
into account thermal storage in heat exchanger and catalytic 
combustor as well as a thermal model of heat losses in the 
engine housing. The main activities have been to define and 
model steady-state transient conditions for hybrid vehicle driv
ing conditions in order to account for their impact on tempera
ture fluctuations and the consequent effects on stress and life. 

Steady-state calculations at 298 K and 101.3 kPa inlet condi
tions give the following values: 

Load, 
percent 

SFC, 
g/kWh 

Thermal 
efficiency, 

percent 
Combustor inlet 
temperature, K 

Turbine inlet 
temperature, 

K 

100 
50 

200 
211 

42 
39 

1208 
1208 

1623 
1518 

The part-load SFC depends on the gas turbine control strategy. 
Increasing Turbine Inlet Temperature leads to decreasing SFC. 
At 50 percent load, SFC = 211 g/kWh is obtained at TIT = 
1518 K, while SFC = 208 g/kWh can be obtained at TIT = 
1623 K. This high TIT at 50 percent load, however, leads to 
increased combustor air inlet temperature. This can be a limiting 
parameter depending on the auto-ignition risk in the fuel premix 
duct upstream of the catalytic section. 

Besides the cold start transient, a number of hot start and 
load transients have also been evaluated. The cold and hot start 
transients are shown in Fig. 1. The schedule for the cold start, 

which is the critical condition for the ceramic parts, has been 
chosen in order to separate thermal and centrifugal mechanical 
stress. This is achieved by a start procedure as follows. Increase 
turbine inlet temperature, TIT, to a maximum 1623 K and accel
erate the gas generator speed to 80 percent. The gas generator 
speed is held at 80 percent for 60 s, allowing temperature gradi
ents to even out. During hot start conditions there is, however, 
no limitation on the start cycle. In practice, the driving cycle 
for a recuperated gas turbine would normally only include one 
cold start per day because of heat storage in the recuperator. 
During the typical hot start, the acceleration to 100 percent 
speed and maximum power takes 9 s. 

Load transients are of importance in automotive applications. 
This is true also for hybrid applications because battery charging 
efficiency is improved when the engine power follows the road 
demand. Calculated acceleration time from 30 percent to full 
load is 0.9 s and from 50 percent to full load 0.5 s with a gas 
generator speed increase from 102,000 to 125,000 rpm. 

The stop transient evaluation has been performed for a num
ber of possible situations. A stop transient with fuel shut down 
from full load gives a positive output power for 25 seconds. 
The total time to shut down is 75 s. A load transient and the 
stop transient from full load are shown in Fig. 2. 

Comparing the AGATA recuperated gas turbine with a regen
erated gas turbine shows a slower response at cold start but the 
leakage problem is less pronounced. The planned component 
rig tests will include simulations of transient conditions. 

Ceramic Turbine Wheel 
A radial turbine wheel with a straight blade design has been 

selected. Based on fluid dynamic calculations, the efficiency 
has been estimated to be 86 percent with a wheel speed of 
125,000 rpm. The following factors were considered in the 
design: 

• Optimization to minimize the blade root stress with a 
design work factor of 1.15 and a tip speed of 600 m/s. 

• The possibility to be manufactured by injection moulding, 
i.e., mold removability without sacrificing the requirement 
for high efficiency. 

• The blade root thickness has been increased in order to 
move the maximum stress from the blade root to the 
centre of the wheel hub. This is a result of the need to 
avoid high stresses at the as-sintered surface of the blade 
root due to material limitations. 

• The overall stress level is a combination of thermal stress, 
maximized at the blade root and centrifugal stress max
imized at the wheel centre. In order to minimize this 
combination during cold starts, the previously described 
start schedule with a two-step speed increase was chosen. 
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AGATA load transient, 50% to full load 
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Fig. 2 Load transient from 50 to 100 percent and stop transient 

FEM calculations have indicated that the stress level during 
cold start is below 300 MPa, see Fig. 3. This can be compared 
with a stress level of 366 MPa if the wheel speed was not 
restricted to 80 percent during the first 60 seconds. 

• The overall failure probability is below 10 ~3, which is 
considered acceptable. 

Silicon nitride (Si3N4) based material compositions with yt
trium oxide as sintering aid have been investigated. The me
chanical characteristics have shown very promising properties 
[1 -3 ] . 

Two manufacturing methods have been evaluated in parallel: 

• Volvo-AC Cerama are developing their processing tech
nology for the radial ceramic turbine wheel, combining 
two green forming techniques with their proprietary glass 
encapsulation-hot isostatic pressing (HIP) technique. 
The hub section of the wheel is formed by cold isostatic 

pressing while the blade-ring is injection molded. After 
binder burn-out the hub and blade ring are green-joined, 
glass encapsulated, and HIPed. The advantage of this 
technique is that the binder burn-out is much easier and 
quicker for two smaller pieces than for a one-piece injec
tion moulded turbine wheel. The advantage of glass en
capsulated HIPing is that virtually all pores and internal 
cracks are eliminated. The AC Cerama Si3N4, designated 
CSN 101, has been extensively tested. Stress rupture test
ing as well as tensile creep tests have been performed. 
These results are presented in a separate ASME paper 
[4] . 
Ceramiques et Composites has continued the investigation 
of their new processing method. This involves a one-
piece wheel design. The wheel is injection molded using 
a preceramic binder, which can be pyrolyzed into Si3N4. 
The wheel is then sintered by Gas Pressure Sintering 
(GPS). 

Transient stress level during cold start. After 60 seconds 

Maximum value = 2.9054 E+08 (Pa) 

O, Stress (Pa) 
-1.636E+07 

+2.500E+07 

+5.000E+07 

+7.500E+07 

+1.000E+08 

+1.250E+08 

- +1.500E+08 

+1.750E+08 

+2.000E+08 

+2.250E+08 

+2.500E+08 

+2.750E+08 

+3.000E+08 

+INFINITY 

Fig. 3 FEM stress calculation at cold start transient 
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Fig. 4 Dummy wheels: AC Cerama (above) and C & C (below) 

These two processing methods have been further developed 
during the third year of the program and the present status is 
that full scale disks have been produced by both methods. Ex
amples of the dummy wheels are shown in Fig. 4. These dummy 
wheels will be cold spin burst tested during December 95. The 
tooling manufacture for full scale wheels has recently started. 
More details on Si3N4 components and mechanical properties 
are given elsewhere [1 -4 ] . 

The wheel shaft joining process has been further developed 
and investigated by CEA/Cerem. This is a two step brazing 
process as shown in Fig. 5, where: 

• First the ceramic surface is metallized with a braze alloy 
with low melting temperature but good wettability. 

• Finally the brazing is carried out using a higher melting 
point braze alloy and interlayer between the metallic and 
ceramic part. 

Good torsion test results at high temperature have been obtained 
for brazed joints. Measured torque values of 10-20 Nm in 
the temperature interval 400-500°C have been obtained for 
different joining configurations. 

Full-scale ceramic turbine wheel cold spin tests of dummy 
wheels will start in December 95 and continue with high-tem
perature/high-pressure spin tests at ONERA during the final 
year of the project. 

Catalytic Combustor 
The catalytic combustor technical program is focused on the 

development of ceramic structural components and on the cata
lytic combustion. The catalytic combustor section layout, Fig. 
6, is a laboratory design having the following components in 
line: 

• Preheater 
• Mixing zone including bypass valve 

• Premix duct 
• Catalytic reactor 

The preheater design is based on a diffusion combustor concept 
and is optimized for low NOx emissions. It has been sized on 
the basis of the transient cold start simulations and will be 
operated only during the start-up period of 60 seconds. It will 
be bypassed for all other engine conditions. 

In the premix duct, fuel is vaporized and mixed with air. The 
most important parameters for the catalytic combustion are to 
achieve complete vaporization and fuel/air homogeneity before 
the fuel enters the catalyst. In order to obtain high hetero/ 
homogeneous combustion efficiency with low emission values, 
it is also important to create an even velocity profile at the 
catalytic section inlet. Another critical limitation for the premix 
duct is auto-ignition because of the high inlet temperature to 
the combustor in a recuperated gas turbine. This means that the 
fuel/air mixture can pre-ignite in the duct upstream of the cata
lyst and result in high NOx emissions and combustor overheat
ing. A premix duct configuration based on a venturi concept has 
been chosen. Fuel is injected upstream of the venturi minimum 
section with injectors angled relative to the air flow. Mixing is 
achieved with a inlet radial/axial turbulence generator in the 
venturi inlet, while the turbulence level downstream is kept low 
in order to minimize the auto-ignition risk. The residence time 
has also been minimized for the same reason. 

Numerical simulations of flow pattern and fuel /air ratio rep
resented as adiabatic temperatures have been performed. These 
calculations show velocity variations in the venturi outlet from 
32.5 m/s in the center to 20 m/s at the periphery and an adiabatic 
temperature distribution with a maximum of 1660 K in the 
center. This is higher than the specified catalyst temperature 
and means that the catalyst substrate material needs to be very 
carefully verified. The calculated degree of evaporation is 95 
percent. 

However, the calculated fuel/air profiles and degree of evap
oration are highly dependent on the fuel injector geometry and 
its estimated performance. 

A dynamic catalyst code has been developed at Volvo Tech
nological Development in order to simulate the catalytic reactor 
behavior during transient conditions. The dynamic catalyst code 
is based on a "tank in series" model with Langmuir-Hinsel-

V 

Detail of 
Shaft Joining 

Fig. 5 Wheel shaft joining 
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Air in 

Preheater Premixer Catalytic 
r-remixer section 

Fig. 6 AGATA catalytic combustor layout 

Afterburner 

wood surface kinetics and a two-step homogenous reaction 
mechanism for n-octane [5] . 

Figure 7 shows an example of predicted catalyst inlet and 
outlet temperatures and CO emissions during load changes from 
100 percent load to idle condition. In this calculation, two possi
ble idle conditions have been evaluated. When idling, the gas 
generator speed and TIT are reduced. Two different TIT condi
tions were analyzed, 1200 and 620°C. The lower TIT resulted 
in incomplete homogenous combustion in the reactor due to 
the compact hetero/homogenous reactor design. This has an 
extreme impact on CO formation. 

As shown in Fig. 8 the dynamic model has also been used 
to model the light-off behavior of the catalytic reactor. The 
model shows qualitatively good agreement in light-off tempera
ture, 400°C, compared with test results of 380°C. The test results 
were obtained by using two consecutive inlet temperature 
ramps, first and second ramp. As shown both experimentally 
and theoretically, CO emissions are formed in a limited temper
ature region before homogenous complete combustion is 
achieved. It is thus important to minimize the time in this tem
perature region in order to limit the start-up CO emissions. 

The catalyst active material and substrate have been chosen 
after a screening process involving: 

• Pilot tests in the test rig at IFP. 
• Accelerated aging at 1350°C in flowing moist air for 3 

hours at ACE. 

Based on these results, the catalytic section materials for the 
first full-scale prototype were chosen. Two alternative substrate 
materials will be tested: 

• Cordierite Ex22 (Corning). This material has excellent 
thermal shock properties, but will not be acceptable at the 
AGATA specified full load condition due to its overly 
low melting point. 

• Ceramiques et Composites oxide ceramic material. This 
material exhibit a significant higher melting point al
though lacking the extremely good thermal shock resis
tance of cordierite. 

Steady state conditions: temperature 
2-step model (n-octane) 

Catalyst segments 
I. segment 

. 2. segmenl 
3. segment 

- - - 4. segment 
5. segment (Reactor outlet) 
inlet 

timB (s) 

Fig. 7(a) Catalyst segment outlet temperature for four load levels as a 
function of time 
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Fig. 7(b) CO emissions at the catalytic reactor outlet for four load levels 
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Catalyst A substrate = EX22 
equivalence ratio - 0.189, P=3.6 (bars), wh=680000 
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inlet mixture temperature (C) 

Fig. 8(a) Hydrocarbon conversion as a function of catalytic reactor inlet 
temperature. Calculated light-off temperature; 400C. Measured light-off 
temperature (first ramp): 380C. 

Catalyst A substrate = EX22 
equivalence ratio = 0.189, P=3.6 (bars), wh=6B0000 (1/h) 

f 
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Fig. 8(b) CO emissions as a function of catalytic reactor outlet tempera
ture, calculated and measured (first and second ramp) 

Conversion tests after the accelerated aging procedure for these 
material combinations are shown in Fig. 9. 

Manufacturing of the full-scale catalytic combustor is under 
way and will be ready for the first aerodynamic tests during 
December 1995. The test rig shown in Fig. 10 is now being 
commissioned. This test rig will simulate the actual AGATA 
steady-state conditions. Transient simulation will be dependent 
on the rig heat exchanger heat storage. 

Heptane Oxidation Activity -
Aged Prototype A Catalyst on 
Ceramiques et Composites oxide ceramic 
and Cordierite EX-22 Substrate 

100 

c 
o 
O 

I 

100 200 300 400 500 600 

Inlet Temperature (°C) 

Fig. 9 AGATA catalyst prototype: heptane conversion versus 
temperature 

chosen as 0.2 mm, while the flat sheet thickness has been set 
to 0.3 mm in order to ensure a good pressure resistance. 

Thermomechanical calculations were performed using the 
AGATA transient start-up conditions, which create the highest 
temperature gradients within the ceramic matrix and therefore 
induce the highest stresses. Under transient conditions, two 
types of stress were calculated, periodic stresses created by the 
temperature gradient existing across the ceramic wall thickness 
and global stresses induced into the matrix due to the nonlinear 
temperature field and rigid nature of the matrix. Two ceramic 
materials have been evaluated, silicon carbide and cordierite. 
The thermal properties of cordierite lead to lower thermal 

m&m an© TIST ĈI 

Heat Exchanger 

The technical program is focused on the development and 
validation of a ceramic high efficiency (90 percent), fixed-
geometry heat exchanger/recuperator. The concept is based on 
stacking undulated (wavy) layers separated by thin flat sheets. 
Due to the high thermal efficiency required and the volume 
constraints, a counterflow design has been adopted. Ceramic 
extrusion technology has been developed in order to produce 
extremely thin-walled parts with minimum deformation. 

The design of the heat exchanger matrix and the inlet and 
outlet zones has been completed. A matrix configuration with 
a gas channel height of 3 mm and an air channel of 2 mm has 
been chosen. The thickness of the undulating sheets has been Fig. 10 Catalytic combustor test rig 
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Fig. 11 Heat exchanger test sample after high-temperature cyclic tests 

stresses, which makes cordierite the preferred choice despite 
the higher strength of SiC. Therefore cordierite has been chosen 
for the prototype heat exchangers. 

The cordierite heat exchanger matrix volume and weight is 
40 liters and 35 kg. The total volume and weight including 
inlet/outlet zones and casing would be about 55 liters and 
50 kg. 

From the ceramic material point of view, the cordierite has 
shown excellent results with bonding. The thermomechanical 
resistance of cordierite bonded elements has been evaluated in 
start and shut-down cycling conditions up to 1100°C. During 
these tests, the samples were periodically dismantled and in
spected for signs of damage. The bonding between the individ

ual elements appeared to be very resistant to transient thermal 
stresses, while some microcracks were found in air sealing bars 
at the edges of the samples. A 50 X 50 X 50 mm test sample 
is shown in Fig. 11. 

A complete quarter-scale heat exchanger is now being manu
factured. This reduced scale recuperator will be tested under 
AGATA specified steady-state and transient conditions. The 
most critical aspect in the design of this component is the con
nection between the metallic casing and the ceramic inlet and 
outlet zones. Complete air and gas sealing is required both at 
room temperature and at 1000°C. The test series with the re
duced scale recuperator is planned to start in December 1995. 

Conclusions 

During the third year of the AGATA program, the design of 
the three critical components has been finalized and experimen
tal verification of the components has started. The main achieve
ments for the three critical components can be summarized in 
the following points: 

• The turbine wheel design has been defined and ceramic 
dummy wheels have been manufactured. The Si3N4 ce
ramic exhibits very good mechanical properties. 

• The full-scale catalytic combustor is now being manufac
tured. Based on extensive material screening, both ce
ramic honeycomb substrate and catalyst active materials 
have been chosen. 

• A complete quarter-scale heat exchanger is being manu
factured. Samples have been tested and shown to be very 
resistant to transient thermal stresses. 
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Research and Development of 
Ceramic Gas Turbine (CGT302) 
The ongoing Japanese Ceramic Gas Turbine (CGT) project, as a part of the New 
Sunshine Project funded by the Ministry of International Trade and Industry (MITI), 
aims to achieve higher efficiency, lower pollutant emission, and multifuel capability 
for small to medium sized gas turbine engines to be used in cogeneration systems. 
The final target of this project is to achieve a thermal efficiency over 42 percent at 
a turbine inlet temperature (TIT) of 1350°C. Under this project, Kawasaki Heavy 
Industries (KHI) is developing the CGT302 (a regenerative twin-spool CGT). The 
CGT302 has several unique features: simple-shaped ceramic components, KHI's 
original binding system for turbine nozzle segments, stress-free structure using ce
ramic springs and rings, etc. In addition to these features, a high turbine tip speed 
and a metal plate fin recuperator were adopted. At the end of the fiscal year 1994, 
an intermediate appraisal was carried out, and the CGT302 was recognized to have 
successfully achieved its target. The CGT302 endurance test at the intermediate 
stage required 20 hours' operation of the basic ceramic engine. The actual testing 
accomplished 40 hours at over 1200°C TIT, which included 30 hours of operation 
without disassembling. The target thermal efficiency of 30 percent at 1200°C has 
almost been reached, 29.2 percent having been achieved. In 1995 the CGT302 suc
cessfully recorded 33.1 percent at 1190°C of TIT with no trouble. We will introduce 
the current status of R&D of the CGT302 and its unique features in this paper. 

Introduction 

The Japanese CGT development program is promoted by the 
Japanese Ministry of International Trade and Industry (MITI), 
as a part of its "New Sunshine Project" with the aim of saving 
energy and protecting the environment. The development of the 
CGT has three stages: (1) 900°C MGT (metal gas turbine), 
(2) 1200°C Basic CGT, and (3) 1350°C Pilot CGT, as shown 
in Table 1. 

In 1994 this program, which started in 1988, came to an 
intermediate appraisal. As a result of the intermediate appraisal, 
MITI decided in 1995 to renew its contract for a two-year 
extension. 

Kawasaki Heavy Industries (KHI) is taking part in this pro
gram and has been developing CGT, which is named the 
CGT302 (300 kW regenerative twin-spool ceramic research gas 
turbine engine) jointly with Kyocera Corporation (KC) for the 
ceramic components and Sumitomo Precision Products (SPP) 
for recuperator. 

The specifications of the CGT302 are shown in Table 2. By 
the end of the fiscal year 1994, KHI successfully achieved the 
second-stage target and started to develop the final 1350°C 
CGT. Figure 1 shows the real cut-away model of the CGT302 
engine. 

In this paper, we describe the current status of the CGT302 
development. For more information and details, refer to [1, 2] 
and others. 

Features of CGT302 

This engine aims to obtain a thermal efficiency of 42 percent 
by using ceramic components in, as it were, "the hot section" 
of a gas turbine engine. About 20 Si3N4 ceramic parts are used 
in the CGT302 and all the ceramic parts, except ceramic coil 
springs, are made of Kyocera SN-252. 

Table 1 Progress of CGT project 

1988 1989 1990 | 1991 1992 1993 1994 | 1995 1996 1997 1998 
Ceramic Component Fabrication Technology 

Component Technology (Turbine, Compressor, Heat Exchanger, etc.) 
Basic Des gn I 

0°C MGT 
Intermediate Appraisal 

90 
gn I 
0°C MGT I | 1200*0 Basic CGT | 

1350 °C Pilot CGT 

I I I 

Figure 2 shows the cross section of the CGT302, and all the 
ceramic components are shown in Fig. 3. 

The CGT302 has several unique features: 

(i) conventional design and metal recuperator, 
(ii) gas-generator turbine (GGT) and power turbine (PT) 

nozzles fabricated by unique binding technology, and 
(iii) stress-free structure using ceramic wave rings and coil 

springs. 

Table 2 Specification of CGT302 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-477. Associate Technical Editor: J. N. Shinn. 

Item Unit Final Target 
(Pilot CGT) 

Target 
(Basic CGT) 

Mazimum Power kW(ps) 300 (408) 140 (190) 

Thermal Efficiency % 42 30 

Turbine Inlet Temp. V 1,350 1,200 

Air Flow Rate kg/s 0.89 0.68 

Pressure Rate - 8 5.9 

GGT Speed rpm 76,000 68,400 

PT Speed rpm 57,000 51,300 

Compressor Efficiency % 82 78 

Turbine Efficiency (GGT+PT) % 85.5 82.2 

Heat Exchanger Efficiency % 80 78 
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Fig. 1 Real engine cut-away model 

1 Conventional Design and Metal Recuperator. For the 
purpose of applying ceramics to gas turbine components, we 
adhered to conventional design and structure for avoiding any 
other difficulties of engine development except ceramics prob
lems themselves. Simple and familiar layout, such as a single 
can combustor, the scroll, and the metal recuperator for the heat 
exchanger, represent our concept and design. For the recupera
tor, as we adopted a higher pressure ratio, the exhaust gas 
temperature (EGT) has dropped, and it was possible to use the 
metal recuperator with the proven technology. 

2 Gas-Generator (GGT) and Power Turbine (PT) Noz
zles Fabricated by Unique Binding Technology. The bind
ing method for turbine nozzles in Kill's original. Usually, the 
nozzles in gas turbines are divided into segments, which have 
a complex shape such as a blade airfoil in order to reduce 
thermal stress on the thin airfoil and massive shroud. We studied 
a new procedure for nozzle assembly by binding segments to
gether with SiC fibers. The SiC fibers are subsequently con
verted into fiber-reinforced ceramic (FRC), and finally into a 
monolithic ceramic ring. The nozzle assembled by this method 
has advantages as follows: high temperature and thermal stress 
resistance, ease of handling and installing in the engine system, 
and so on. The GGT and PT nozzles bound by ceramic fibers 
are shown in Fig. 4. 

3 Stress-Free Structure Using Ceramic Wave Rings and 
Coil Springs. One of conspicuous features of the CGT302 
is the stress-free structure using elastic ceramic components. 
Stationary ceramic parts of the CGT302 can be divided into 
three main section: scroll, GGT nozzle, and PT nozzle. These 
three sections are supported independently of each other, to the 
metal frame of the engine pushing via ceramic springs. For the 
purpose of sealing between each section, ceramic piston rings 
are used for inner and outer seals, and wave rings made of 
ceramics are used for a symmetric seal. In constructing these 
system, it is possible to absorb thermal expansion and displace
ment in the engine system. Figure 5 shows the stress-free sup
porting system of the CGT302. 

R&D of Engine Components 

1 Turbine. Turbine component tests for the basic CGT, 
i.e., cold and hot spin tests, and thermal shock tests, were carried 
out. These tests were successfully completed by 1994 and now 
we are evaluating the actual engine. 

Through the turbine component tests and engine tests, some 
turbine parts were improved. The lightweight GGT nozzle as
sembly and a monolithic outer scroll casing, which was a four-
piece composite component originally to reduce thermal stress 
(the outer casing is the largest part about 320 mm in diameter), 
were redesigned. For the outer casing, as it was found that a 
monolithic inner scroll casing having approximately the same 
size could be used for the rig and engine tests, we tried a 
monolithic outer casing to simplify and shorten the fabricating 
process and period. The improved nozzles and outer casing 
compared with the original are shown in Fig. 6. These parts 
were evaluated by 30-cycle thermal shock tests (from 150°C to 
1200°C) on the rig, and tests were successfully completed. 

In the engine testing, particularly in high-speed operation, 
sometimes a chipping of the GGT blade occurred. Figure 7 
shows a typical case of chipping of the GGT blade. Small 
particles, such as carbon deposition or small chips (metals, 
ceramics, and other materials) in the engine system or the air, 
seem to cause foreign object damage (FOD). As one measure 
against FOD, a massive blade with a blunt leading edge and a 
trailing edge made twice thicker than before was designed. The 
number of blades was reduced to 28 from 34. The improved 
blade and the original blade are shown in Fig. 8. 

Combustor Liner 

Gas Generator Rotor 

Gas Generator Nozzle 

Compressor Impeller 

Fig. 2 Cross section of CGT302 

Journal of Engineering for Gas Turbines and Power JANUARY 1998, Vol. 1 2 0 / 1 8 7 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



s* <$ 

Fig. 3 All ceramic components of CGT302 

GGT Nozzle PT Nozzle 

Fig. 4 GGT and PT nozzle 

COIL SPRINGS 

Fig. 5 Stress-free supporting system 

No binder ' FRC binder 

Original Improved 

Fig. 6 Improved and original GGT nozzle 

Turbine performance was also measured and evaluated on 
the actual engine (using the original GGT). Because of diffi
culties in measuring on the ceramic component, turbine effi
ciency was measured by joining the GGT and the PT. The 

Fig. 7 Chipping of GGT blade 

Improved Ortglnal 

Fig. 8 Improved and original GGT rotor 

Diffuser InletBlade Angle Distribution 

Fig. 9 Measured outlet angle of type E 

measured efficiency was 86.2 percent, greater than the basic 
CGT target of 82.2 percent and the pilot of 85.5 percent. 

2 Compressor. The CGT302 has a single-stage impeller, 
whose specifications are a 0.89 kg/s air flow rate and a pressure 
ratio of 8 with an adiabatic efficiency of over 82 percent as the 
final target. We designed five types of impeller with different 
airfoils and several angled diffusers. Over the last few years, 
compressor rig tests have been carried out. 

By 1994, it was proved that the type E (front loading airfoil 
type) impeller is the best. In 1995, we achieved the intermediate 
target (78 percent adiabatic efficiency) using the type E with a 
newly designed channel diffuser (CB-9), in which the diffuser 
inlet angle distribution is adjusted to the measured impeller air 
outlet angle distribution. Figure 9 shows the measured air outlet 
angle distribution of the type E impeller and the designed dif
fuser air inlet angle. 

The performance of the type E with the CB-9 channel diffuser 
is shown in Fig. 10, compared with when the originally designed 
PB-1 pipe diffuser is used. The efficiency of the combination 
CB-9 gains approximately two points over the PB-1. Matching 
points of both diffusers tend to lead to a higher flow rate and 
it comes to a narrower operation range in the high-speed region. 
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Fig. 10 Performance of type E with CB-9 and PB-1 

3 Combustor. Figure 11 is a schematic drawing of the 
combustor of the CGT. The ceramic liner is supported by ce
ramic coil springs. These springs absorb the difference in ther
mal expansion between the ceramic liner and the metal casing. 

The combustor is equipped with the air bypass line, which 
has one air bypass valve. The valve is controlled to keep the 
air/fuel ratio (A/F) in the combustion zone within a suitable 
range, although the total A/F changes widely over a broad 
operating range. 

Using this combustor, combustion rig tests at intermediate 
pressure were carried out. The inlet pressure and temperature 
were 0.3 MPa and 673 K, respectively. Results of the tests are 

Ceramic Coil 
Springs 

Air Bypass 
Valve 

Ceramic Liner 

Fig. 11 Schematic drawing of combustor 

Journal of Engineering for Gas Turbines and Power 

60 

0 

P=10% AFR60 

_L 

a 
3 
in 
CO 

a> 
Q . I 
.O 

100 0 25 50 75 

Air valve opening 

Fig. 12 Total pressure loss ratio and NO* emissions 

shown in Fig. 12. In Fig. 12, the total pressure loss ratio and 
NOx emissions are plotted each as a function of the air valve 
opening of the bypass line, while the A/F is set to a constant 
value of 60. As the air valve opening is closed, NOx emissions 
decrease. At the range where the air valve opening was smaller 
than 20 percent, the NOx target was cleared. 

The engine tests were conducted with the same configuration 
after the rig tests. The NOx emissions results are shown as a 
function of gas generator rotate speed (Nl ) in Fig. 13. The NOx 

target of the basic CGT was also confirmed in the actual engine 
under the rated conditions. The value of 69.2 ppm (0 2 = 16 
percent) was proved. 

Current Status of Development of the CGT302 (R& 
D of Basic Engine System) 

From the first run of the CGT302 in 1993, engine tests have 
been carried out. At this point, the cumulative operation time 
has reached about 94 hours. The engine operating time during 
the tests is shown in Table 3. 

At the end of the fiscal year 1994, we demonstrated 30 hours 
of operation, against the target of over 20 hours operation at 
1200°C of TIT, without disassembly at over 1200°C and proved 
its durability, and the operating time of over 1200°C was accu
mulated to 40 hours. This engine operated with the full ceramic 
configuration except for the power turbine blades. 

In the series of engine performance tests, in 1994 we achieved 
its second-stage (basic CGT) target of 30 percent thermal effi
ciency (it was proved to be 29.2 percent). Furthermore, in 1995 
the CGT302 recorded 33.1 percent successfully at 1190°C of 
TIT and no damage or trouble was detected in the engine sys-

£ 

NOxTartjel, _ D P 

60 

40 

O 
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i . . 

80 82 84 86 88 90 
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Fig. 13 NOx emissions at engine test (basic CGT) 
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Table 3 Cumulative operation time Results of Basic CGT Operation 

Operating TIT Full cofig. Except PT bid Cumulative 

1200"C~ 12 min 39 hr 47 min 39 hr 59 min 

1150~1200t; 1 min 2 hr 26 min 2 hr 27 min 

1100~1150<C 21 min 3 hr 60 min 4h r 11 min 

1000~1100t 58 min 15 hr 25 min 16 hr 23 min 

800~1000TC 2 br 26 min 28 hr 32 min 30 hr 58 min 

Total 3 br 58 min 90 hr 00 min 93 hr 58 min 

Start/stop 19 273 292 

tern. The performance curve plotted against the gas generator 
speed is shown in Fig. 14, and in Fig. 15 against the power 
turbine speed. A summary of the engine data obtained is shown 
in Table 4. 

Throughout these durability and performance tests, the 
CGT302's concept and design were verified and now we are 
beginning to the next step to the final target (pilot CGT). 

Summary 
1 The CGT302 cleared the intermediate appraisal and the 

development for the final stage of 1350°C CGT (Pilot 
CGT) has started. 

2 The cumulative operating time of the CGT302 has 
reached 94 hours and we have confirmed its 30 hours 
durability operation without disassembly at a TIT of over 
1200°C. 

Results of Basic CGT Operation 
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Fig. 14 Performance curve of CGT302 (basic CGT) 
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Fig. 15 Performance curve of CGT302 (#3-22) 

Table 4 Summary of performance 

E/G No. Nl (%) 7] th TIT ( t ) Power<ps) Remarks 

Target 90.0 30.0 1200.0 190.0 

#1-39 85.4 28.8 1116.5 175.7 

#1-41 89.9 26.6 1200.0 232..0 non-steady 

#3-10 89.9 29.2 1251.7 222.4 

#3-22 89.9 33.1 1189.6 223.1 

3 The CGT302 proved 33.1 percent thermal efficiency with 
223.1 PS at a partial load under the 1200°C second-stage 
condition. 
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Modeling the Effective Elastic 
Behavior of a Transversely 
Cracked Laminated Composite 
The solution for the stress state present in the vicinity of transverse matrix cracks 
within a composite laminate is typically obtained by assuming a regular crack spacing 
geometry for the problem and applying a shear-lag analysis. In order to explore the 
validity of this underlying assumption, the probability density function for the location 
of the next transverse matrix crack within a crack bounded region is examined. The 
regular crack spacing assumption is shown to be reasonable from an engineering 
point of view. Continuing with this assumption, a generalized shear-lag model for 
multilayer, off-axis laminates subjected to full in-plane loads is developed. This model 
is used to quantitatively evaluate the effective elastic properties of the damaged 
material. The results are applicable to materials such as ceramic matrix or polymer 
matrix unidirectional fiber systems where damage in the form of transverse matrix 
cracks arises. 

Introduction 
Composite materials typically experience damage in the form 

of transverse matrix cracking (i.e., through-the-thickness cracks 
running parallel to the fibers, which are largely brought about 
by the presence of the in-plane transverse stress) during the 
course of loading. This form of damage may be non-cata
strophic; i.e., it does not necessarily result in the immediate 
failure of the laminate. However, transverse matrix cracking 
does adversely affect the mechanical response of the material 
and is often a precursor to additional modes of failure. As such, 
a significant body of research has been devoted to modeling the 
effects of progressive transverse cracking. Continuum damage 
models (Talreja, 1985; Nuismer and Tan, 1988) as well as 
many shear-lag approaches (Garret and Bailey, 1977; Reif-
snider, 1978; Laws and Dvorak, 1988; Lee and Daniel, 1990; 
Tsai et al., 1990) have been proposed for analyzing cross-ply 
laminates. Shear-lag models implicitly assume the transverse 
matrix cracks occur at regularly spaced intervals. This assump
tion allows the solution of the stress state for the damaged 
laminate to be reduced to the solution for a characteristic volume 
element bounded by two transverse cracks and having a length 
equal to the average crack spacing. This permits calculation of 
the effective elastic constants to be made. In this paper, the 
validity of this assumption will be investigated qualitatively by 
examining the probability density function for transverse crack 
location. The paper proceeds to extend the method of Lee and 
Daniel for determining the shear-lag parameters to a general 
symmetric multilayer system. The elasticity problem for the 
region of the laminate between two parallel matrix cracks hav
ing an arbitrary off-axis orientation is set up from equilibrium 
considerations in terms of the average (through the thickness) 
stresses and solved using the newly developed generalized 
shear-lag (GSL) relation and the appropriate boundary condi
tions. Modeling of the effective elastic properties that result for 
the damaged layer is detailed. The analysis method is bench-
marked against published results for a cross-ply laminate, and 
the advanced modeling capabilities of the model are demon
strated for a [0 /30 /60 / -30 / -60L laminate. 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-495. Associate Technical Editor: J. N. Shinn. 

Regularity of Crack Spacing 
In a classic paper by Oh and Finney (1970), the traditional 

Weibull analysis was extended to model the characteristics of 
the location of failure for brittle materials. It was demonstrated 
that for cases where the stress state present in the solid can be 
given as the product of a far field reference stress and a function 
of the location, the probability density function (pdf) for the 
location of failure can be determined analytically. In this paper, 
Wetherhold's treatment (1991) of Oh and Finney's work will 
be followed, and combined with the solution for the stress state 
present in the region between two transverse matrix cracks to 
arrive at the pdf for the next crack (i.e., failure) location. 

Derivation of Crack Location pdf. Consider a four-layer, 
symmetric, cross-ply laminate subjected to an applied in-plane 
uniaxial load. Due to symmetry, only the top half of the laminate 
is modeled (see Fig. 1(a)) . Lee and Daniel (1990) have pub
lished a shear-lag solution for the stress state in such a system. 
Assuming that failure due to transverse cracking can be modeled 
using a probabilistic version of the maximum stress criterion, 
the critical stress that must be considered is the in-plane trans
verse stress. Lee and Daniel's solution for this stress term, 
transformed to the coordinate system of the damaged layer (see 
Fig. 1 (£>)) and averaged through the thickness is 

'(>') 
E*P„. 

(A + h2)Ea 

= r(y')-Py. 

1 -
cosh (uis — toy') 

cosh (cos) 

(1) 

Note that the dependence on the location variable, y' 6 [0, 2s], 
has been isolated in the newly introduced function r(y') as 
required for Oh and Finney's method. In Eq. (1) , Py is the 
force resultant (i.e., applied load per unit width) for the half 
structure, 2* is the crack spacing, and h\ and h2 are the layer 
thicknesses. Additionally, the parameters Ea, u>, and H are de
fined as 

E„ = 
E2hi + E[h2 

hx + h2 

(ft, + h2)E0 

h,h2E,E2 
H 

(2) 

(3) 
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Fig. 1 (a) Edge view showing top half of four layer symmetric cross-ply 
laminate, (fa) Top view showing transformed coordinate system for stress 
solution. 

H = 
3G12G|3 

h\G-n + h2Gv, 
(4) 

where E and G are the various Young and shear moduli; with 
the subscript I referring to the layer's fiber direction, subscript 
2 corresponding to the transverse direction, and subscript 3 
designating the out-of-plane direction. 

The cracking event is a function of both the location variable, 
y', and the applied load, Py. The joint density function, f(Py, 
y'), for these variables can be expressed (Oh and Finney, 1970; 
Wetherhold, 1991) as 

f(P> • y ) = ^ - exp I <!>dy' (5) 

where IJJ is the risk of rupture per unit length. Integrating Eq. 
(5) with respect to Py' yields the marginal density function for 
the location of failure, ip(y'), 

-J, ¥ > ( / ) = f(.Py,y')dPy (6) 

In evaluating the joint density function, it is assumed that the 
risk of rupture per unit length has a Weibull distribution, 

iKP,;y') = 
<Ty(Py,y') r(y')Py 

0"i 
(7) 

where aL is the Weibull scale parameter based on length and 
m is the Weibull modulus. The following variable substitution 
is introduced in order to normalize the location variable, 

y' 6 [0, 2s] => £ = 
2s 

S e [0, 1] (8) 

Performing the integration of the joint density function, and 
normalizing the result to equal one (the normalization require
ment of a pdf), yields the final form for the marginal density 
function for location of the next transverse matrix crack between 
two existing matrix cracks: 

0(O = 
rm(Q 

(9) 

Here, (p denotes the normalized pdf, and the constant q has 
been introduced to represent the following integral: 

J. - rmU)d£ (10) 

Table 1 
epoxy 

Material properties for SiC/RBSN and graphite/ 

Property SiC/RBSN Gr/Ep 

Longitudinal modulus 193.0 GPa 144.8 GPa 
Transverse modulus 69.0 GPa 10.7 GPa 
In-plane shear modulus 31.0 GPa 7.2 GPa 
Out-of-plane shear modulus 27.5 GPa 3.8 GPa 
In-plane major Poisson's ratio 0.21 0.29 
Weibull scale parameter for 

transverse strength 28.0 MPa m""' 51.7 MPa m""' 
Weibull modulus for transverse 

strength 10.9 10.0 
Ply thickness 0.00025 m 0.000127 m 

Example. In this section, the probability density function 
describing the location of the next transverse crack is examined 
for a [02/902L Silicon Carbide/Reaction Bonded Silicon Nitride 
(SiC/RBSN) laminate. Typical material properties are given in 
Table 1. For this example, pdf's are generated for a range of 
crack spacings. The evaluation of the constant q (Eq. (10)) 
contained in the final form of the solution requires numerical 
integration; all other calculations are capable of being deter
mined in closed form. 

Figure 2 contains the results of the (normalized) pdf, (p, 
obtained as a function of the location, £, for the SiC/RBSN 
system. Five pdf's are depicted, each corresponding to a se
lected value of the crack spacing, 2*. These values range from 
a minimum of 2.5 mm to a maximum of 50 mm. 

The pdf's calculated for large crack spacings show large 
central regions of equal probability of failure. This means that 
the center region is far enough away from the crack face to 
have reloaded to a constant stress. Since there is a large area 
with an essentially constant pdf, the actual appearance or real
ization of the next crack will be very irregular. As the crack 
spacing gets smaller, the distribution becomes peaked. This 
demonstrates the tendency toward cracking in the more highly 
stressed central regions. Consequently, in the early stages of 
damage, when the matrix crack density is relatively low, it 
appears that the assumption of regularly spaced transverse 
cracks may be unrealistic (although the average crack location 
will always be at the midpoint, f = 5). However, the global 
effects of the damage in these early stages are relatively minor. 
As damage progresses and the crack density increases, the valid
ity of the regular spacing assumption gains credence. Therefore, 
the assumption of a regular spacing throughout the damage 
development, which in turn allows the problem to be modeled 
via the analysis of a characteristic volume, would appear to be 
justified from an engineering standpoint. 

Generalized Shear-Lag Model 
Continuing with the assumption that solution via a representa

tive volume approach is valid, a generalized shear-lag (GSL) 

Fig. 2 pdf's for next failure location in [02/902]s SiC/RBSN 
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Fig. 3 Matrix cracking occurring in layer / of laminate 

model is developed. A general symmetric multilayered laminate 
having a total of 2n layers with corresponding thicknesses hj 
and orientations 9j, j = 1, In is considered. The laminate is 
subjected to a general in-plane loading of {2PX, 2Py, 2Pxy). 
Due to the fact that the laminate is symmetric, we can restrict 
our attention to half of the system (i.e., layers 1 through n). 
As the load is slowly applied to the laminate, consider the event 
of matrix cracks developing in layer;' (see Fig. 3) . The objective 
is to determine the in-plane stress state in layer i as a function 
of the coordinates x and y, and averaged over z (i.e., au){x, 
y)). The assumption is made that the damaged layer behaves 
effectively the same in the simpler but elastically equivalent 
system shown in Fig. 4. Referring to this figure, the numbers 
1, 2, and 3 designate the layers in the equivalent system, with 1 
corresponding to the layer undergoing damage. The undamaged 
layers (i.e., 2 and 3) have been homogenized such that 

h\ = hr, hi = t hf, h = I hj (11) 

[S'h = IS'], (12) 

[S'h = [S'h = J—Cthj[S']j); j*i (13) 
s hj ;=' 

where h\, hi, and h% are the new layer thicknesses, and [S']l> 
[5"]j, and [5"]s are the respective compliance matrices trans
formed to the global coordinate system of the laminate. 

The solution of the problem will be more straightforward if 
it is carried out in the transformed coordinates corresponding 
to the material coordinates of layer 1, see Fig. 5. Note that this 
is an orthogonal transformation about the z axis such that z' = 
z. From this point forward the derivation will be restricted to 
the equivalent (or homogenized) system and it is no longer 
necessary to specify this through the use of tildes ( ~ ) in the 
notation. Their use is thus discontinued in order to simplify the 
notation. 

Determination of the Shear-Lag Parameters. In this sec
tion the derivation of the shear-lag parameters for a general 
three-layer system is presented. The approach established by 

p 
CZE X Z 

layer 1 

P 

-€-
Fig. 4 Elastically equivalent three-layer homogenized system 

A 

// // \ 

*s %f / / • 

:' / // 
&? // ttf // 

//? // /// // 
4& // s 

#7 7/ // 
t# /s // 

£0 // /s 
4? s/ // 

ft " " -̂  

matrix cracks in 
layer T 

Fig. 5 Transformed system coordinates aligned with material coordi
nates of damaged layer 

Lee and Daniel (1990) is followed. No assumptions are made 
regarding the type of damage present or the existence of any 
relationship between the layer stiffnesses. 

The key to this derivation is the assumption of a quadratic 
displacement field through the thickness direction for each layer, 

«,'(*', y', z) = aiZ
2 + biZ + c, (14) 

v',(x',y',z) = d.z1 + e,z + fr, ( = 1,2,3 (15) 

with ul and v', designating displacements in the x' and y ' direc
tions, respectively, and the coefficients a,, b,, c,, dt, e{ and f, 
representing undetermined functions of x' and y'. 

The constitutive relation for layer i is given below: 

7x Qss G45 

Q45 Q44 J; iTy 
(16) 

(No summation is implied by the repeated subscript in Eq. 
(16).) The primes on the stiffness terms signify that they have 
been transformed to the x' - y' coordinate system. 

The strain-displacement relations given below in Eqs. (17) 
and (18) allow the stresses to be related to the displacement 
field given above by Eqs. (14) and (15). 

du'i 

dz 
1 y z 

dz 
(17, 18) 

By considering the boundary conditions which are present: 
states of zero shear on the top face of the laminate and at the 
midplane, 

TX'Z(Z = h, + h2 + hj) 

Tyz(z = h, + h2 + h) J2 

T,z(z = 0 ) j fOl 
V,(z = 0)J3 lO j 

(19) 

(20) 

as well as conditions of continuity at the two layer interfaces, 

iv* (z = hi + ft3) 
Ty;(z = h, + h^ 

(TX'Z(Z = hi + hi 

l v 2 ( z = ^ + hj 

-T-d-2) 
' X Z 

T-U-2) 
' y z 

(21) 
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(z = A3) 

(z = ht) J 3 

7Vz(z = /?: 

i y z ( z = /J 3) J, K H 
(22) 

the coefficients a,, ft,, d, and e, can be solved for. 
Requiring u' and v' displacement continuity at the (1 - 2 ) and 

(1 - 3 ) interfaces, averaging the displacement equations through 
their respective thicknesses, and then subtracting to find the 
appropriate differences in the average displacements eliminates 
the remaining unknown coefficients, cf and / . With all the 
coefficients either known or eliminated, the following expres
sions for the differences in average displacement result. 

N: 

h, 

* Az ' 
r0> 

dv> 

* $ 

<^W 
dx' 

(1-3) 

,m JN*l 
N- + ^dx-

N™ + £55? dx' 

Nxy + fa- ™ 

m" 
Mi - "3 I I r'!."2) I I T 

v\ - v3 I ' y • 

(1-3) 

(1-3) 

where 

3 [A] = - : r [ G ] r I - T [ G ' ] 2 1 

IB] = [ f i ] i 

6 

[o] = -Lte]r l +r[i2']3 

(24) 

(25) 

(26) 

(27) 

(28) 

The shear stresses can be solved for as a function of the differ
ences in average displacements from Eqs. (23) and (24), 

U - - i H , { ^ - J + w , t « - « <29) 

4(-hm{^-J+iiiU!-J (30) 

The matrices [H], [J], [K], and [L] are the shear-lag parame
ters for the system. They are two by two matrices containing 
known constants. Their form is given below: 

[L] = [[D] - [ C H A ] - 1 ^ ] ] - 1 

[H] = [A]- ' + [A]- '[f l][L][C][A]-

[J] = - [ A ] - ' [ S ] [ L ] 

[AT] = - [ L ] [ C ] [ A ] - ' 

(31) 

(32) 

(33) 

(34) 

As a check of the derivation to this point, if layer 3 were no 
longer present, this three-layer model should reduce to the sim
pler two layer case solution in the literature. This can be verified 
by setting the shear stresses at the (1 -3 ) interface equal to 
zero. Under these conditions, Eq. (23) becomes 

u\ — u2 

v[ - v2 
[ f i i r ' l + tf i 'h-' l ' x z 

i-U-2) 
(35) 

and this agrees with previous solutions for the two-layer case 
(Tsaiet al., 1990). 

Elasticity Solution of the Three Layer Problem. The ob
jective is to determine the solution for the average (through-
the-thickness) state of in-plane stress present in the damaged 
layer of the original laminate. In this paper the assumption has 

Fig. 6 Volume element from layer 1 

been made that the stress state present in this layer is equivalent 
to that which is found in layer 1 of the homogenized laminate. 
In the last section, the relation that exists between the interlami-
nar shear stresses and the in-plane displacements for a general 
three-layer system were developed. In this section, this relation 
will be used in conjunction with equilibrium conditions to solve 
for the average in-plane stresses of layer 1, {a(x\ y')}\, of 
the homogenized laminate. 

Selecting a volume element from layer 1 having a differential 
size in the in-plane directions, and of finite size (corresponding 
to the layer thickness) in the out-of-plane direction (see Fig. 
6) , the following equilibrium equations are derived: 

r ( l - 3 ) _ T(.-2> _ av<!> | fflvyj 
^v' By' dx' 

rU-3) _ _(1 -2) _ UIy x y' . u1' y' 

dx' dy' 

(36) 

(37) 

The assumption is made that the effects of the matrix cracking 
damage are direction specific. That is to say, the influence of 
the damage is seen in the y' direction moving perpendicularly 
away from the matrix crack; and along the x' or fiber direction, 
no damage influence is seen (i.e., d(-)/dx' = 0). A direct 
result of this assumption is the existence of displacement conti
nuity in the x' direction, thus u[ = u'2 = S3. 

Beginning the analysis with Eq. (37) and applying the shear-
lag relation from the previous section produces 

dNa.} 

uly y _ / v-
dy' 

H22)(v[ ~ v2) + (L22 - 722)(t?! - US) (38) 

Differentiating this equation with respect to y', and applying 
the strain-displacement relation zy< = (dv' /dy'), yields 

dy'2 = (K22 - ff22)(e<!> - e<2)) 

+ (L22 - -/22)(4!) - 3 ? ) ) (39) 

Equation (39) contains within it as unknowns both load and 
strain terms. By utilizing the constitutive relation for the individ
ual layers, the strain can be expressed in terms of the in-plane 
loads: 

3 9 = f [S'AnN(J> + S&'W? + SJMy.]; ' = 1. 2, 3 (40) 

At this point, in examining two specific examples (one for a 
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Fig. 7 Related two-layer and three-layer problems 

two-layer case and one for a three-layer case, see Fig. 7) a 
problem can be detected,. In these two related cases, layer 2 
from the two-layer case has basically been "split up" into 
layers 2 and 3 for the three-layer case. The governing differen
tial equation for the two-layer case is given below, 

d2N{) 

dv'2 , 
J / 2-layet' case 

= w TK?) 
'2-layer case (41) 

where H (defined in Eq. (4)) designates the shear-lag parameter 
for the two-layer case (Lee and Daniel, 1990). 

The elastic properties are the same for the two cases, therefore 
the loads are related as follows, 

(Nm) 
3-layer case 

= (Nm) 

2-layer case 

\ i y /3-layer case 2*• /2-layer case 

1A22 = 
1 

2(h2 + h3) 
[h2(H22 - K22) + h3(J22 - L22)] (47) 

dy' 

Substituting for the strains using Eq. (40) yields a governing 
differential equation entirely expressed in terms of in-plane 
loads: 

rf2^f = </J^ [S'A2)NXV + s&W? + stfWft] 

- ^ [SWN^ + S22W<!> + S^Nty] \ (48) 

However, as it stands, this one equation contains six unknowns 
and therefore five additional independent equations must be 
found. From global equilibrium considerations, three of the nec
essary equations are obtained. These can be used to solve for 
the in-plane loads of layer 2 in terms of the in-plane loads of 
layer 1 and the known applied loads Px>, Py, and Pxy\ 

Px, = NO.) + N[V + N[V = M-P + I 1 + - M ? ) (49) 

Py- = A?<!> + N$> + iV<?> = N^ + ( l + - W (50) 

Calculation of the strains using the constitutive relations of Eq. 
(40) leads to the incorrect prediction that the difference between 
the strains of layer 1 and layer 2 are the same for both cases. 
In actuality, there is a thickness effect present such that as the 
thickness of layer 2 decreases, the difference in the strains also 
decreases. Thus, the relationship that needs to be predicted is: 

^ y' y' /2-layercase -^ Vc>' cy /3-layercase 

and a correction term is necessary to achieve this. 
In proposing the form of the thickness correction terms, the 

following relationship is chosen to hold true; 

d2N^ 

dy'2 
2-layer case 

d2N\V 

dy' 
(42) 

3-layer case 

This equation may be restated using the shear-lag relationships, 

ff(#> " e ^ W r = 62(K22 - H22)(^ - £<?>)3-,ayer 

+ 63(Ln - J22)(^ - e ^ ' W r (43) 

where thickness correction terms, 82 and <53, for layers 2 and 3 
respectively, have been introduced to modify the appropriate 
strain differences. For this example case, upon evaluating the 
shear-lag parameters, it is found that the following condition 
on the thickness correction terms must be upheld: 

62 + S3 (44) 

In accordance with this condition, the proposed form for the 
correction terms are, 

5 = hl • S = hi 
2 2(h2 + hi) ' 3 2(h2 + A3) 

(45a, b) 

Pxy = Nty + N%. + N?i = M-!>. + ( 1 + I )N$>. (51) 

Continuing the previously made assumption of displacement 
continuity in the x' direction implies that the normal strains in 
this direction for each layer are equal: 

(52) 

This equation can be used to solve for iVj-P in terms of the 
remaining unknown terms. Substitution of these results into Eq. 
(48) produces a second-order, ordinary differential equation 
with only two remaining unknowns, Nyl) and M y • 

d2N^ 

dy'2 = i M o W ' P + VW}- + P) (53) 

The coefficients a, r\, and P are constants, which are algebraic 
functions of the elastic and shear-lag parameters ((3 also con
tains the applied loading terms). They are presented explicitly 
in the appendix. 

The last necessary equation comes from local equilibrium 
considerations. Using Eq. (36), and applying the shear-lag rela
tions along with the necessary thickness correction terms, a 
second-order differential equation for Nx

ly is arrived at which 
is similar in form to Eq. (46). Following a similar procedure 
as outlined above, this equation can be reformulated such that 
it contains the known constants \fin, a, r\, and p, and the un
known loads Ny[) and Nxty, 

d2N^, 
^±L = .M«A#> + vWy + P) dy' 

(54) 

where 

The governing differential equation for the three-layer case 
thus becomes 

d2N\, 

dy / 2
 _ Wll\ey' €y' ) (46) 

where 

1I1 n = 
1 

2(h2 + h3) 
[h2(Hn - Kl2) + h3(Jn - Ll2)] (55) 

Thus with Eqs. (53) and (54) a system of two coupled, 
second-order, ordinary differential equations is arrived at. The 
boundary conditions for this problem are those of traction-free 
crack surfaces, 
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Fig. 8 Predicted stress-strain response for cross-ply laminates show
ing agreement between Lee and Daniel model and GSL model 

N^(y' = 0) = # < ! > ( / = 2s) = 0 

NiW = 0) = Nty.(y' = 2s) = 0 

(56) 

(57) 

where 2* is the distance between two parallel matrix cracks. 
This system can be uncoupled at the expense of increasing the 
order of differentiation, resulting in a fourth-order, homoge
neous differential equation. The solution of this equation for 
JV<!>()<') then leads directly to Ni'\y') and N^(y') being 
known as well. The final forms of the solution for all three in-
plane loads of layer 1 are given below: 

Ni])(y') = Si sinh (Vy') + B2 cosh (\y') + B} (58) 

N$\y') = B4 sinh (Xy') + B5 cosh (Xy') + B6 (59) 

M ' ^ ( y ' ) = B1 sinh (Xy') + B8 cosh (\y') + B9 (60) 

Expressions for the coefficients J5j through B9 and X can be 
found in the appendix. 

Effective Elastic Behavior. With the in-plane loads for the 
damaged layer completely solved within the region between 
two transverse matrix cracks, the next step is to determine the 
layer's effective macro-level behavior. In examining this behav
ior, in-plane-average responses (in addition to the through-the-
thickness averages that have been discussed up to this point) 
are of interest. In order to emphasize that the averages being 
considered in this section are with regard to both the thickness 
of the layer as well as the in-plane length, a double overbar 
notation (~) is introduced to signify that the average is with 
respect to both dimensions, and the single overbar notation is 
continued to denote averages taken with respect to thickness 
only. 

The effective compliance of layer 1, [S],, is defined below: 

(61) 

by the relationship between the in-plane-average strain of the 
layer, (e}i, and the in-plane-average stress, {a}i. This pro
vides a measure of the effective "secant'' behavior of the layer. 
Expressions for the in-plane-average stress can be determined 
by integrating the stress equations (found by dividing Eqs. (58) 
through (60) for the in-plane loads by the layer thickness; i.e., 
a=<» = NM/hi) over the crack bounded region. Note that these 
equations are independent of x'. As a result, integration is only 
necessary over y'. 

Remembering that it is the effective global behavior of the 
layer within the laminate that is being modeled, it is reasonable 
to assume that the average strains appearing in Eq. (4.72) are 
equal to the midplane strains of the laminate: 

Sn S[2 0 J £*' 
S\2 S22 0 •j ° v 
0 0 •566 _ 1 I rx>y 

(62) 

With this assumption, Eq. (61) relates the in-plane average 
stress of the layer to the strains of the laminate, all of which 
are known. The only unknowns are the four compliance terms. 

The assumption has previously been made that the damage 
effects due to transverse matrix cracking are restricted to the 
y' direction. This implies that the effective Young's modulus 
in the x' direction should remain unchanged, 

E, =E, (63) 

and as a result we can solve for the effective compliance term 
Su-

Sn = - r = - = S (64) 

This leaves only three remaining unknown terms in the effective 
compliance matrix, and these can be found using the three equa
tions comprising Eq. (61). 

Finally, the effective engineering constants (i.e., Young's 
moduli, shear modulus, major Poisson's ratio: all being de
scribed in the secant manner) for the damaged layer can be 
determined from the effective compliance matrix, and are given 
below: 

E, = £ , E 2 = l 
Sn 

Gn = 
^12 

Sn 

These engineering constants describe how the damaged layer 
effectively behaves within the laminate system. 

Examples. The examples illustrated in this section were 
selected to demonstrate the model's agreement with a conven
tional shear-lag model for simple cross-ply laminates under 
uniaxial load, and to demonstrate the extended capabilities of 
the GSL model for more general laminate geometries and load
ing. 

In the first example, two cross-ply configurations were con
sidered: the [O/9O4L Gr/Ep laminate configuration examined 
by Lee and Daniel (1990), and additionally, a [01/2/904/0i/2]s 

Gr/Ep laminate, which is examined to confirm that the condi
tion stated in Eq. (42) is being upheld. Material properties 
appear in Table 1, however, the material strengths were treated 
deterministically to agree with Lee and Daniel. As a result, the 
four 90 deg layers were considered to behave as one. The analy
sis simulates a monotonic loading in the 0 deg direction. The 
resulting stress/strain curves for the [0/904]., (as predicted by 

250 

«S 

O 

lb 
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Fig. 9 Predicted global stress-strain response for [0/30/60/ - 3 0 / 
laminate using GSL model 
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Fig. 10 Evolution of crack densities in [ 0 / 3 0 / 6 0 / - 3 0 / - 6 0 ] , laminate 
predicted using GSL model 

both the GSL and the conventional shear-lag models) and for 
the [O1/2/9O4/O1/2L (as predicted by the GSL model) are shown 
in Fig. 8. As can be seen by the nearly coincidental curves, 
very good agreement between the models is found. 

In example two, a [0 /30 /60 / -30 / -60L SiC/RBSN lami
nate was considered. Properties for this material are also given 
in Table 1. Figure 9 contains the predicted global strain con
trolled response for a specific set of realizations of material 
strengths. The evolution of the crack densities within each layer 
are presented in Fig. 10. The plateaus in each of the curves 
correspond to times in the analysis when other modes of damage 
were more active. 

Summary 
In this paper, the method developed by Oh and Finney for 

modeling the characteristics of the location of failure has been 
applied to a laminate with transverse matrix cracks. Using a 
previous solution for the stress state in the damaged layer of a 
cross-ply system, an analytical expression was developed for 
the probability density function of the next failure location in 
a region of the cross-ply laminate bounded by two existing 
transverse matrix cracks. In exercising this model, it was found 
that the fracture location peaks more strongly at the center of 
the interval as the crack spacing decreases. This shows that 
the assumption of regularly spaced transverse matrix cracks 
becomes more plausible as the crack density increases (crack 
spacing decreases). By assuming regularly spaced cracks, the 
engineer can calculate effective elastic properties for a damaged 
laminate. 

A generalized shear-lag model has been derived to determine 
the average through-the-thickness stress state present in a layer 
undergoing transverse matrix cracking. The model is capable 
of considering cracking in layers of arbitrary orientation, states 
of general in-plane applied loading, and laminates having a 
general symmetric stacking sequence. The model has been 
shown to agree with a conventional model for the case of a 
simple cross-ply laminate. The model has yet to be verified 
experimentally for the more general cases. 
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A P P E N D I X 
Parameters for GSL model: 

A, = 
1 

hi + /i3 

P=AXPX. +AxPr +A,PX 

C d ) 
•J 11 S ! :p>-s;p>pi l l + 
hi h2 + hi h, h2 + hi 

A2 = 
1 

ho + h* 

c d ) 
L(2) I £ j i 

h\ h2 + hi h2 + hi 

1 

h2 + hi 

C ' < 2 ) _ C ' ( 2 ) / J " 
J 26 J 16 

O ( l ) C ' ( 2 ) 
J II >J11 

h{ h2 + hi 

-1 / cd) 
J 12 

h2 + hi. 

B, = 
cd) 
• J l l 

hi + h. 

-B7 
J 1 6 J 16 

h\ h2 + hi 

B2 = + 
J 1 1 

' ( 2 ) 

h, h2 + hi 

r"(2) ' 0 ( 1 ) 
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A Mixed Lubrication and Oil 
Transport Model for Piston Rings 
Using a Mass-Conserving 

s.D.Guiwadi Algorithm 
Tribology Research, 

Ricardo Inc., A numerical study of the interactions between hydrodynamic/boundary lubrication, 
Burr Ridge, IL 60521 oil transport, and radial dynamics of a piston ring using a mass-conserving (cavita

tion) algorithm is presented. The scheme outlined in this investigation facilitates the 
calculation of the volume of oil accumulating at the leading and trailing edges of 
the piston ring as it scrapes against the liner. The calculation of this oil accumulation 
is important in the estimation of lubricating oil consumption in engines. The numerical 
procedure employed in this study is capable of depicting the transition between the 
various modes of piston ring lubrication (hydrodynamic, mixed, and boundary) over 
an engine cycle, including the detachment of oil film from the ring and its subsequent 
re-attachment. Additionally, the effects of (a) liner lubricant availability and (b) 
ring face profiles on the oil accumulation are also discussed. 

Introduction 

A comprehensive understanding of piston ring lubrication is 
essential for the performance analysis of internal combustion 
engines. The modes of ring lubrication (hydrodynamic, mixed, 
or dry) determine the degree of wear in rings, which has an 
impact on the quality of sealing between the rings and liner. 
This influences the blowby and lubricating oil consumption in 
engines, which eventually affects the fuel economy. As a result, 
a vast number of studies have been conducted in the area of 
ring lubrication and only papers with relevance to this investiga
tion are reported here. 

The operation of rings in a piston ring pack is based on 
interactions between various physical phenomena such as ring 
axial/radial motions, ring twist, gas flows through the end-
gap and lands/grooves, ring bore conformability, hydrodynamic 
lubrication, and transport of oil. Several studies have been con
ducted in the modeling of these various coupled phenomena in 
an integrated manner. Ting and Mayer (1973a, b) developed 
early models of ring lubrication and blowby with the objective 
of predicting cylinder wear while Dowson et al. (1979), Trus-
cott et al. (1983), and Ruddy et al. (1979, 1981) included the 
effects of ring dynamics. Some recent research includes the 
approach used by Keribar et al. (1991), which shows the results 
of interaction of ring motion, gas dynamics, and ring lubrication. 

Over an engine cycle the scraping of rings against the liner 
causes oil to accumulate at the leading and trailing edges of 
each ring. During the flow of gases through the land/groove 
regions, a fraction of this lubricant is transported by these gases 
toward the combustion chamber during blow-back. Addition
ally, a fraction of the oil accumulation above the top ring is 
discharged toward the combustion chamber by throw-off due 
to inertia. Hence, the computation of this volume accumulation 
of oil is imperative in obtaining a good estimate of the lubricat
ing oil consumption. 

There have been several studies related to piston ring lubrica
tion, notably by Furuhama (1959, 1960) who considered a ring 
profile with a central flat region with circular arcs at either end. 
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Other recent studies include the work by Miltsios et al. (1989) 
who used finite element techniques to solve the hydrodynamic 
lubrication equation, while Hu et al. (1994) performed a nonaxi-
symmetric analysis of piston ring lubrication. A one-dimen
sional analysis of piston ring lubrication was conducted by Jeng 
(1992a, b) . An oil transport model was incorporated into the 
analysis whereby the ring could operate under the fully flooded 
and starved lubricating conditions depending on the lubricant 
availability. However, the analysis did not take into account the 
cavitating region in the oil film between the ring and the liner 
since it implemented the Reynolds boundary condition for oil 
film detachment but did not consider the reattachment of the 
oil film with the ring due to the Jakobsson-Floberg-Olsson 
(JFO) boundary condition. 

The study conducted herein involves the implementation of 
a mass-conserving (cavitation) scheme in the solution of the 
one-dimensional hydrodynamic lubrication equation for the pis
ton ring. This scheme, in conjunction with a boundary lubrica
tion model and oil transport model, facilitates the computation 
of the volume accumulation of oil for the ring at its leading 
and trailing edges. The trailing height of the oil film behind the 
ring is also computed, which is used in the estimation of the 
axial oil film distribution on the liner at each instant. From this 
information the amount of oil available for lubricating the ring 
at each instant of the cycle can be calculated. An additional 
feature of the scheme is its capability to simulate the transition 
between the various modes of ring lubrication (hydrodynamic, 
mixed, and boundary) based on the lubricant availability includ
ing the oil film detachment from the ring and its subsequent 
reattachment. 

Modeling Approach 
In this investigation results are presented from a simulation 

program for a sample top ring of a piston ring pack. An axisym-
metric geometry is assumed and the piston ring is treated as a 
reciprocating, dynamically loaded bearing. The lubrication, oil 
transport, and radial dynamics equations are solved over a com
plete engine cycle using typical cylinder, second land, and 
groove pressures. 

Hydrodynamic Lubrication Model. A mass-conserving 
scheme proposed by Elrod and Adams (1974) and Elrod (1981) 
is applied to solve the one-dimensional hydrodynamic lubrica-
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tion equation for a piston ring-face. Apart from the mass-con
serving feature, the advantage of this scheme is the implementa
tion of the appropriate boundary conditions for oil film rupture 
(Reynolds boundary condition) and the re-attachment of the 
oil film (JFO boundary condition). This enables the cavitating 
region in the oil film between the piston ring face and the liner 
to be determined in a more rigorous manner. 

The key features of the cavitation algorithm are: 

(a) The effect of slight compressibility of the lubricant is 
taken into account via the usage of the bulk modulus /?, where 

/» dP 

dp 

and P and p represent the local oil film pressure and density. 
(b) The hydrodynamic lubrication equation is expressed in 
terms of the variable a, where a = pipc (ratio of oil density 
to oil density at cavitation) in the oil filled zone, or a = fraction 
of the clearance height occupied by the lubricant in the cavitat
ing zone. 
(c) Expressions for the oil film pressures are given by 

P = Pc + p(a - 1), when a 2= 1, and ( l a ) 

P = Pc, when a < 1, (lb) 

with Pc representing the cavitation pressure. 
(d) Introduction of a switch function or cavitation index 
g(a), such that 

g(a) = 1, when a > 1 

g(a) = 0, when a < 1. 

(2a) 

(2b) 

The hydrodynamic lubrication equation (or mass conserva
tion equation) is written as follows: 

drhc dmp 8 
(3) 

K(h,-h.) 
K(hf-ti„) 

A V 
• h « . V . 

X 

; . h, 
\ 

\ V 

'. h- ' • -

//MM//////?////////?///. 
Fig. 1 Schematic for the ring lubrication model 

h(zt) = hu h(z2) = h2, (5) 

and minimum film thickness h0 as shown in Fig. 1. It should 
be noted that zi, z2, and h0 are time-dependent variables. 

From the solution of the hydrodynamic lubrication equation, 
the mass flow rates at z\ and z2 are obtained represented by men 

and mex, respectively. Additionally, from the oil film pressure 
distribution the lineal force due to the oil pressure is calculated 
using 

„ ,= \ P(z)dz. (6) 

Boundary Lubrication Model. The local asperity contact 
pressure is computed using the Greenwood and Tripp (1971) 
model. This model is for the contact of two nominally flat 
surfaces, with a Gaussian distribution of asperity heights and 
fixed asperity radius of curvature: 

P = 
1 asp 

16V2 , £ 
15 Vy 

h(z) 

where: 
F(x) 

/too 

Jx 
(s -x)5,2exp(-s2/2)ds, 

(7) 

(8) 

mc = Couette (convective) mass flow rate per unit length, 

«_„/*_„( l-g-„) + g-Jl-H + £ * & (K - h-„) 

rhp = Poiseuille (pressure driven) mass flow rate 

per unit length, 

JlL 
Yip, 

] \ g-„(a-„ - 1) -

r{ AT 
) - g„(an - 1) 

The subscript n refers to the node about which the mass balance 
is performed, and the subscript —n refers to the upstream node. 

The hydrodynamic equation shown in Eq. (3) is solved at 
different nodal locations within the oil film region of the ring 
face. The pressure boundary conditions (using land pressures) 
are applied at the front and back extents of the oil film region, 

P(zt) = Pu P(z2) = P2- (4) 

from which the boundary conditions on a may be obtained 
using Eq. ( l a ) . The oil film thickness profile h(z) is based 
on the piston ring-face profile bounded by the front and back 
lubrication extent (z,, z2) where 

where a is the composite roughness of the ring face and cylin
der (a2 + crl)U2, 77 the asperity density, y the asperity radius 
of curvature, and E the composite elastic modulus of the surface 
materials. Since the ring face is not flat, the contact pressures 
are calculated at each node rather than as a single force. The 
lineal force due to asperity contact pressure is then calculated 
from 

-f 
Jo 

PiS9(z)dz. (9) 

Oil Transport Model. An oil transport model is coupled 
with the mixed lubrication model. The purposes of the oil trans
port model are: 

(a) To compute the volume of lubricant accumulating at the 
leading and trailing edges of the ring. / 
(b) To calculate the thickness of the oil film trailing behind 
the ring on the liner. 
(c) To determine the flow regimes of ring lubrication (i.e., 
calculation of the front and back extents of the oil-lubricated 
ring face) based on the availability of lubricant, ring velocity, 
and pressure gradient across the ring face. 

Fully Flooded Ring: In this case, as seen in Fig. 2(a), the 
entire piston ring face is lubricated by the oil and the ring loads 
are borne by the oil/asperity forces only. 
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Fily Hooded ring 

(Mass of oil entering the control volume) 

- (Mass of lubricant entering the oil lubricated zone) 

a) = (Change in oil mass in the front control volume), 

V T V / / / / / ' / / / ; / / 7 /// / 

Porlioly flooded ring 

b) 

Fuly storvcd ring, 

Fig. 2 Regimes of ring lubrication; (a) fully flooded, (to) partially flooded, 
and (c) fully starved 

Partially Flooded Ring: As observed in Fig. 2(b), only a 
portion of the ring face is lubricated by oil, with the remaining 
surface of the ring face being gas lubricated. As a result, the 
loads are borne by oil/asperity forces and gas forces. 

Completely Starved Ring: Due to low lubricant availability 
on the liner or a high-pressure gradient across the ring face or 
a combination of these two, the oil film may detach from the 
ring. The loads on the ring are supported by only the gases 
flowing below the ring (case of "ring lift" as seen in Fig. 
2(c) ) , or by gas/asperity forces in the situation where the ring 
is in contact with the asperities. 

The oil transport model involves performing mass balances 
on control volumes at the front and back of the oil lubricated 
zone of the piston ring-face, as shown in the schematic in Fig. 
3. Essentially, the control volumes are fixed to the ring with 
the boundary of the front control volume extending to a distance 
k(hf - ho), while the boundary of the back control volume is 
at a distance k(hb ~ h0). The terms hfand hb are time dependent 
and represent the clearance heights of the leading and trailing 
edges of the piston ring-face from the liner, while k is the aspect 
ratio, which is kept at a fixed value of 100 throughout the 
simulation. 

For the control volume in front of the oil lubricated zone, as 
shown in Fig. 3, the mass balance per unit circumferential length 
within a time interval At is performed, whereby 

Fig. 3 Schematic for the control volumes at the leading and trailing 
edges of the ring 

Vhen + V"h"e„ men + m°e, 
At 

= [Area(ABCD) - Area(A°B0C£>°)]p (10) 

A similar mass balance is performed on the control volume 
behind the oil lubricated zone, shown in Fig. 3, whereby 

(Mass of lubricant exiting the oil lubricated zone) 

- (Mass of oil exiting the back control volume) 

= (Change in mass of oil in the back control volume), 

or 

m,x + rh" Vhex + Vh° 
At 

= [Avea(WXYZ) - Area(W°X"YZ")]p (11) 

The superscript o in Eqs. (10) and (11) refers to the values of 
parameters at the previous instant of time, men and mex are 
obtained from the solution of the hydrodynamic lubrication 
equation Eq. (3), the ring velocity V is calculated from the 
engine rpm and the entry height of the oil film hen is dependent 
on the lubricant availability on the liner. 

The volume of oil per unit circumferential length at any 
given instant of time, contained in the front control volume, is 
calculated from the area under the trapezoid ABCD shown in 
Fig. 3, 

Area (ABCD) = k(hf - h0) 
K„ + h(Zl) 

(12a) 

and the oil accumulation at the leading edge of the ring is 
computed when 

ft(zi) > hf; V/iacc = k(hf - h0)(
h(z,)~hA . (12b) 

The exit height of the oil film hex is an additional variable in 
Eq. (11) besides h0, z2, and mex. In lieu of a rigorous surface 
tension model, which can describe the surface curvature of the 
volume trailing the ring, a scheme is provided whereby the 
shape of the volume of lubricant behind the ring per unit length 
(i.e., Area under the trapezoid WXYZ) is accounted through 
the coupling of hex and z2. Based on the flow rate out of the oil 
film zone, the volume of lubricant per unit length trailing the 
ring is computed depending on which regime it falls under, as 
shown in Fig. 4: 

Regime A: z2 = 0; hex is the variable such that 

Area(MOfyZ) = k(h„ ~ h0) 

if hex > hb; Vh„c = k(hb ~ ho) 

and (13a) 

. (\3b) 

Regime B: z2 and hex are variables subject to the condition 

k(h(zi) - hex) = k(hh - h0) + z2, and (13c) 
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*(\- **) F . T ( h \ 0 

Fig. 4 Sequence of depletion or accumulation of oil behind the lubri
cated zone of the ring 

/ / / / / / / / / / / / / / / / / / / 

Fig. 5 Notation for radial force balance on the ring 

Area(WXyZ) = (k(h„ - h0) + z2) 
h(z2) + K 

(13d) 

Regime C: hex = h0/lO; z2 is the variable, and 

Area (WXYZ) 

= (k(hb - ho) + z2)hex + - (h(z2) - Kx)
2. (13e) 

It should be noted that the hydrodynamic lubrication equation 
is not solved when the oil film is detached from the ring (fully 
starved condition). The scheme described herein is capable of 
detecting the conditions of detachment and the subsequent re
attachment of the oil film with the ring. 

Radial Ring Dynamics. The radial motion of the ring 
within the groove is accounted via the radial force balance, 
which is expressed as 

m r • 

8%, 
dt2 "oil "f" * as F„f + F,,J Fgm ~ Ftf — F, — Fh 

(14) 

where: 

mr = 
K. = 

Fgf = 

mass of the ring per unit circumferential length, 
radial location of center of gravity of piston ring, 
force due to the oil film pressure using Eq. (6), 
force due to the asperities using Eq. (9), 
force due to gas pressure acting on the front 
unlubricated portion of the ring face, 
force due to gas pressure acting on the back 
unlubricated portion of the ring face, 
force acting behind the ring due to groove pressure 
based on the crevice/land pressures, 
equivalent friction force on the ring due to asperities 
in the ring groove region, 
ring tension force, and 
an equivalent spring force activated during ring lift 
and to stop lift when "ring collapse" occurs. 

Figure 5 shows the various components of the radial force 
balance. The term T in the tension force represents the radial 
ring stiffness per unit circumferential length while h' is the 
reduction in ring radius (taken as 3 percent of the bore in this 
study) at installation. 

Numerical Technique 
There are five primary time-dependent variables (h0, m, Z\, 

z2, hex) associated with the phenomena whose models have been 

Fff = 

F, = 
Fh = 

described above. The general forms of the equations are given 
by 

Hyd. Lubrication., Eq. (3): fi(h0, Z\, z2, rh), 

Mass Balance, Eq. (10): f2(h0, Zi, m), 

Mass Balance, Eq. (11): f3(h0, z2, hex, m), 

Back control volume, Eq. (13a-e): / 4 ( / J 0 , Z2, hex), and 

Ring Dynamics, Eq. (14): fs(h0, zi, z2). 

A multi-variate form of the Newton-Raphson technique is used 
to solve these five coupled equations for each crank angle incre
ment over the complete engine cycle. 

The simulation is typically run using crank angle increments 
of 4 or 5 deg. However, when there is nonconvergence in any 
of the models, the crank angle increments are successively 
halved and there may be situations in the engine cycle when 
crank angle increment values of 1 or 1.25 deg are used. This 
helps to resolve events on a much smaller time scale, which is 
particularly relevant at the instant of oil film detachment from 
the ring and its subsequent re-attachment. 

For the purposes of hydrodynamic lubrication of the piston 
ring face, the oil lubricated mesh is typically discretized by 51 
nodes. However, simulations have also been run using 81 and 
101 nodes, but hardly any variations have been observed in the 
basic output parameters. 

Simulation Results 
The results presented in this study are based on the simulation 

of a single ring (top ring) of a ring pack subjected to the crevice 
and second land pressures, shown in Fig. 6, which are acting 
on either sides of the ring. The basic ring/liner parameters and 

IK 

75 
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It 
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Fig. 6 Crevice and second land pressures 
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Table 1 Ring/liner/oil parameters and operating conditions 

the engine operating conditions used in the simulation are 
shown in Table 1. 

Baseline Case. For the baseline case a top ring with a rec
tangular cross section and symmetric barrel-shaped (parabolic) 
face profile is selected as shown in Fig. 1(a). Initially, a uni
form oil film thickness of 5 /jm is prescribed on the liner. This 
implies that at the start of the simulation (150 deg BTDC) the 
instantaneous oil film height along the entire length of the liner 
is 5 /xm, as is observed from Fig. 8(a) . At other instants of the 
engine cycle, the entry height of the oil film is calculated based 
on the thickness of the oil film left behind by the ring (exit 
height) during the previous stroke, as depicted in Fig. 8(b). 
The exit height of the oil film has a similar qualitative behavior 
compared to the minimum oil film thickness in Fig. 9(a). The 
ring leaves behind a thicker oil film in the middle of the stroke 
where the ring velocity is high compared to the end/beginning 
of the stroke where the velocity is low. In particular, at the 
beginning of the intake and compression strokes, very low val
ues of the exit film height are observed and this is due to the 
detachment of the oil film from the ring. With subsequent re
attachment of the oil film to the ring, the exit height values 
increase. 

Figure 9(a) shows the plot of minimum oil film thickness. 
Some typical characteristics of ring behavior are observed from 
this plot: (a) low values of h0 at the dead center locations, and 
(b) the ring being forced closer to the liner during the power 
stroke due to the high groove pressures acting on the ring. From 
Fig. 9(b), which displays the oil-lubricated extents of the ring 
face, it is observed that during the early half of the compression 
stroke, the latter half of the exhaust stroke, and the entire intake 

«) b) c> 

Fig. 7 Ring-face profiles: (a) barrel, (to) forward canted barrel, and (c) 
backward canted barrel 
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stroke, the ring is partially lubricated due to the relatively low 
groove pressure acting on the ring. In particular, during the 
beginning of the compression and intake strokes, the oil film 
detaches from the ring due to a combination of low values of 
ring velocity, entry height of the oil film, and groove pressures. 
However, as the intake and compression strokes proceed, the 
oil film re-attaches to the ring, as shown in Fig. 9(b). For those 
portions of the engine cycle (latter half of the compression 
stroke, entire expansion stroke, and early half of exhaust stroke) 
where there is relatively high groove pressure acting on the 
ring, the ring is forced closer to the liner, enabling it to operate 
in the fully flooded mode. 

The accumulation of oil at the front and back of the ring are 
shown in Figs. 10(a) and 10(b). There is build-up of oil at 
the front of the ring through the latter half of the compression 
stroke and the entire expansion stroke since the leading edge 
of the ring is always in contact with the lubricant. At the begin
ning of the exhaust stroke there is an accumulation of oil, which 
eventually is depleted, as the leading edge of the ring loses 
contact with the lubricant and this can be seen from Fig. 9(b). 
Figure 10(b) indicates that there is no oil accumulation behind 
the ring during any stroke. However, at the beginning of the 
expansion and exhaust strokes, there is a volume of oil behind 
the ring, which is attributed to the oil accumulated in front of 
the ring during the previous stroke. The volume of oil behind 
the ring is eventually depleted as the ring resumes its motion. 

The flow rates Qe„ and Qex into and out of the oil lubricated 
zones of the piston ring are shown in Figs. 11(a) and 11(b). 
High values of the flow rates are observed in the middle of the 
strokes due to high ring velocity and these values decrease in 
the vicinity of the dead center locations where the ring velocity 
is low. At the beginning of the compression and intake strokes 
the flow rates are zero due to the oil film detachment from the 
ring but start increasing with the subsequent re-attachment of 
the lubricant with the ring. 

Figure 12 shows the pressure distribution in the oil film be
tween the ring face and the liner with the abscissa representing 
the nodes in the oil-lubricated region of the ring face. As can 
be observed, there is a pressure build-up in the region of the 
ring face, which is convergent with respect to the liner but starts 
decreasing in the divergent section of the ring face until the oil 
film detaches from the ring face. The film rupture occurs when 
the pressure gradient becomes zero with the local pressure hav
ing reached the cavitation pressure value (Reynolds boundary 
condition). The cavitating zone is one wherein the pressure is 
constant (cavitation pressure). In this region the lubricant is 
assumed to be transported in the form of striations extending 
to both surfaces in the oil film gap. There is an eventual reforma
tion of the oil film, as can be seen from the increase in oil film 
pressures. This is due to the application of the JFO boundary 
conditions, which accounts for the conservation of mass for 
film rupture and reformation. 

Effect of Ring Face Profiles. One of the features of this 
simulation program is that the ring face profile may be directly 
input to the program rather than have the profile be constructed 
based on input geometric parameters, which can be restrictive. 
In order to observe the effect of ring face profiles on the lubri
cant accumulation in front of the ring, the simulation is run 
using three different ring face profiles A, B, and C shown in 
Figs. 1(a), 1(b), and 7(c) , respectively. All other parameters 
are kept constant including the initial specification of 5 fxm of 
oil film thickness on the liner. 

Figure 13(a) indicates that the ring with the face profile B 
(parabolic profile with an offset toward the top of the ring) 
leaves behind an oil film with the least thickness suggesting a 
strong scraping action. This is also corroborated by the mini
mum film thickness plot in Fig. 13(b), which shows the ring 
with the face profile B tends to be closer to the liner over the 
entire engine cycle compared to the rings with face profiles A 
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Ring/liner parameters: 
Thickness of ring face, tr 
Lineal ring mass, mr 

Lineal ring stiffness, T 
Ring face roughness, ar 

Liner roughness, ac 

Elasticity of ring/liner, E 
Asperity radius of curvature, 
Asperity density, T] 

Lubricant parameters: 
Viscosity, p. 
Density, p 
Cavitation pressure, Pc 

Bulk modulus, p 

Engine parameters: 
Bore, 
Stroke, 
Engine speed, 
No pin offset 

0.003 m. 
0.05 kg/m 
75 Him2 

0.2 |im. 
1 urn. 

200 GN/m2 

0.005 m. 
10E8 rrf' 

0.005 Pa-s 
860 kg/m3 

0.0999 MPa 
500 MPa 

0.125 m. 
0.140 m. 
2100 rpm. 
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trailing the ring 
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Fig. 9 (a) Plot of minimum film thickness; [b) front and back oil lubricated extents of the ring face 

and C. In terms of scraping performance, the ring with the face 
profile C (parabolic face profile with offset toward the bottom 
of the ring) has the least scraping effect and leaves the thickest 
oil film behind. 

The accumulation of oil for each ring face profile is consistent 
with the scraping behavior. The ring with face profile B has the 
maximum accumulation of oil in front of it over the whole 
engine cycle while the ring with face profile C has the least, as 
seen in Fig. 13(c). 

Effect of Lubricant Availability on Liner. Oil film thickness 
on the liner has a significant influence on the radial ring motion 
and the volume of lubricant accumulating in front of the ring 
(scraping limited mode), as can be observed from Figs. 14(a), 
14(b), and 14(c). The simulation is performed for a ring with 
face profile A under three conditions wherein the initial specifi
cation of constant oil film thickness on the liner is increased (5 
jim, 7 fim, and 10 fim). Figure 14(a) shows that as the initial 
availability of oil on the liner is increased, the ring tends to 
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leave behind a thicker oil film over the engine cycle, and this 
is particularly noticeable during the exhaust and intake strokes. 
For relatively low values of lubricant thickness on the liner, the 
ring operates in the partially flooded mode during portions of 
the compression, exhaust, and intake strokes. Increasing the oil 
thickness on the liner enables the ring to operate in the fully 
flooded lubrication mode over the complete engine cycle. This 

transition is clearly depicted in Fig. 14(b), wherein h0 has 
increased over those portions of the engine cycle where the 
ring has moved from the partially flooded to the fully flooded 
lubrication mode. 

The volume accumulation in front of the ring increases with 
increasing oil film availability on the liner, as observed from 
Fig. 14(c). For relatively lower values of oil film thickness on 
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Fig. 12 Pressure distribution in the oil film between the ring and liner 
at the middle of the expansion stroke (90 deg ATDC) 

the liner, there are portions of the exhaust and intake strokes 
wherein there is no volume accumulation in front of the ring 
as it is in the partially lubricated mode. However, by increasing 
the lubricant availability on the liner, there is build-up of oil in 
front of the ring over the complete engine cycle since the ring 
is operating under the fully flooded lubrication mode. 

Conclusions 
1 The hydrodynamic lubrication scheme adopted in this 

study clearly depicts the cavitating region in the oil film between 
the piston ring and the liner. 

2 A coupled mixed lubrication and oil transport model for 
piston rings using a mass conserving algorithm is presented 
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oil accumulation at the leading edge of the ring 
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Fig. 14 Effect of lubricant availability on (a) exit height of oil, (b) minimum oil film thickness, and 
(c) oil accumulation at the leading edge of the ring 

whereby the lubricant accumulation in the front and back of 
rings is computed in a rigorous manner. This calculation is 
essential in estimating the lubrication oil consumption from 
throw off due to inertia of the top ring. Additionally, this oil 
accumulation is also consumed when the gases transport this 
volume of oil into the combustion chamber during blow-back. 

3 The mass conserving feature of the hydrodynamic lubri
cation equation also facilitates a robust calculation of the oil 
film thickness trailing the ring, which is used in obtaining the 
oil film distribution on the liner at any crank angle. This is 
relevant to the evaporative oil consumption mechanism. 

4 The scheme discussed in this study has the capability to 
depict the transition between the various modes of ring lubrica
tion (fully flooded, partially flooded, and completely starved). 

5 This investigation displays the sensitivity of piston ring 
behavior to changes in ring face profiles and lubricant thickness 
on the liner. 
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Development and Validation of a 
Thermodynamic Model for 
an SI Single-Cylinder Engine 
A multizone quasi-dimensional model that illustrates the intake, compression, com
bustion, expansion, and exhaust processes has been developed for a single-cylinder 
four-stroke spark-ignition engine. The model takes into consideration mass and en
ergy conservation in the engine cylinder, intake and exhaust plenums, and crank-
case plenum. The model calculates instantaneous variations in gas thermodynamic 
states, gas properties, heat release rates, in-cylinder turbulence, piston ring motion, 
blowby, nitric oxide, and carbon monoxide formation. The cycle simulation accounts 
for the induced gas velocities due to flame propagation in the turbulence model (k-
e type), which is applied separately to each gas zone. This allows for the natural 
evolution of the averaged mean and turbulent velocities in burned and unburned gas 
regions. The present model predictions of thermal efficiency, indicated mean effective 
pressure, peak values of gas pressure, ignition delay, concentrations of nitric oxide, 
carbon monoxide, and carbon dioxide are proven to be in agreement with experimen
tal data. 

Introduction 

The processes of a four-stroke spark-ignited (SI jnsngine have 
been the subject of many experimental and theoretical studies at 
ever-increasing levels of sophistication. Researchers and engine 
designers have been considering three categories of engine com
bustion models (Heywood, 1980; Ramos, 1989) : 

• air standard cycle simulation 
• zero and quasi-dimensional thermodynamic models 
• multidimensional models 

Thermodynamic analysis of combustion in SI engines can be 
classified as either diagnostic or predictive. Diagnostic models 
assume cylinder charge to be uniform in pressure, temperature, 
and composition. These models require experimentally mea
sured in-cylinder pressure and yield heat release and fuel burn 
rates. 

Predictive models require mass burning rates. These can be 
specified by using a family of functions that approximate the 
shape of experimentally observed burn rates, such as the Wiebe 
function. 

Another approach is to calculate burn rates as a function of 
turbulent flame speed and of instantaneous flame area (Blizard 
and Keck, 1974; Tabaczynski et al , 1977). This approach 
allows the calculated burn rates to respond to cylinder geometry 
and flows. 

In a two-zone model, the cylinder mixture is divided into 
burned and unburned gas zones, which are separated from each 
other by a surface of discontinuity (the flame). A turbulence 
model is required to calculate different length and velocity 
scales, which are fundamental for combustion rates and cylinder 
walls heat transfer calculations. Turbulence parameters can be 
calculated by solving appropriate rate equations of mean and 
turbulent flow kinetic energy as well as an equation for turbulent 
kinetic energy dissipation, which is either algebraic or differen-

Contributed by the Internal Combustion Engine Division for publication in the 
JOURNAL OP ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received 
at ASME Headquarters July 1997. Associate Technical Editor: W. K. Cheng. 

tial (Ramos, 1989). If an algebraic equation for dissipation is 
considered, one of the following assumptions holds: 

• Turbulence integral length scale is proportional to the 
valve lift (Blizard and Keck, 1974) or to the distance 
between the cylinder head and the piston (Poulos and 
Heywood, 1983). 

• Production of turbulence kinetic energy is equal to its 
dissipation. 

On the other hand, an ordinary differential equation for turbu
lence kinetic energy and its dissipation can be obtained by 
integrating the multidimensional counterpart throughout the 
combustion chamber volume. The resulting k-e model can be 
applied separately to each gas zone during combustion. The 
main advantage of such an approach is the continuity in the 
application of the turbulence model for parts of the cycle simula
tion when the cylinder volume is considered as a whole (com
pression, expansion, and gas exchange) or divided into two 
zones (combustion). 

During combustion, the k-e turbulence model should account 
for the kinetic energy fluxes carried across the flame front from 
the unburned to the burned gas zones as well as that induced 
by the flame propagation. The carried energy fluxes can be 
estimated if the angular momentum of the burned large eddies 
is assumed to be conserved (Daneshyar and Hills, 1987). 

The present paper describes a further extension of two-zone 
k-e combustion models as applied to a spark ignition single-
cylinder engine. It accounts for the induced gas velocities due 
to flame propagation in the turbulence model. 

Model Development 

Several subsystems, which interact with the cylinder and are 
considered in the present model, are shown in Fig. 1. The basic 
assumptions of the present model are as follows: 

• The cylinder is treated as a variable volume plenum, 
which is spatially uniform in pressure. 

• The mixture of gases is homogeneous, and they are treated 
as ideal gases. 
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Fig. 1 Schematic of different subsystems modeled 

For the unbumed cylinder gas mixture, the fuel exists in 
its gaseous state and the residual gas fraction is composed 
of the equilibrium products of a one-step reaction at the 
temperature and pressure of the mixture. Unbumed gas 
region irreversibilities are negligible. 
The burned gas mixture components are the equilibrium 
combustion products of a one-step reaction, calculated at 
the mixture pressure and temperature. 
During combustion, the cylinder is divided into unbumed 
and burned zones. Each of these zones is uniform in tem
perature and composition. 
The flame front is spherical with its center located at the 
ignition point. 
The unbumed gas passes through the flame front at the 
entrainment speed. It is subsequently added to the burned 
gas at the equilibrium composition corresponding to the 
enthalpy and pressure of the unbumed gas. In other words, 
combustion is assumed to be adiabatic and at constant 
pressure. 
Turbulence is isotropic and homogeneous. 
Quasi-steady and one-dimensional flow equations are 
used to predict mass flows past the valves. 
There is no heat transfer between the burned and unbumed 
gases at the flame front. 
The reaction zone is extremely thin, so that the nitric 
oxide formation in the flame front is negligible. Also, the 
nitrogen dioxide concentration is negligible. 
When predicting pollutants, elements of the charge that 
are burned at different times are not mixed with each 
other. 

• The intake and exhaust valves open and close abruptly at 
pre-specified crank angles, although the model could eas
ily incorporate any desired valve lift profile. 

• No account has been made for swirl and squish motions. 
• No account has been made for radiative heat transfer. 
• The piston rings are considered to move only axially, and 

any tilting due to ring rotation has been neglected. 

The current model integrates various submodels and their 
calculations are briefly discussed as follows: 

• The gas flow rates through valves, throttle plate, and ple
num outlets are calculated according to the work of Ben
son (Benson et al., 1982) and Wallace (Wallace et al., 
1986). 

• A piston with two compression rings is considered. The 
ring motion and the mass flow rates through crevices, ring 
gap, and ring side clearance are calculated according to 
Namazian (Namazian and Hey wood, 1982). 

• The convective heat transfer from the burned and un
bumed gas zones to the combustion chamber walls is 
modeled by means of a Nusselt-Reynolds-Prandtl corre
lation similar to turbulent pipe flows1 (Woschni, 1967). 
In the Reynolds number calculation, the used characteris
tic velocity is the sum of the mean and turbulent flow 
velocities in the gas zone of interest. 

• The thermodynamic and transport properties of the gas 
mixture are calculated following the procedure outlined 
by Ferguson (1985). For the unbumed gas mixture, the 
composition of the residual gas fraction is the equilibrium 
products (six chemical species) of a one-step reaction at 
the temperature and pressure of the mixture. For the 
burne,d gas mixture, the mixture components are the equi
librium combustion products (ten chemical species) of a 
one-step reaction, calculated at the mixture pressure and 
temperature. 

Conservation Equations 

One Zone. The equations of conservation of total mass, 
residual gas mass, and energy are considered. At each time step, 
the governing equations are numerically integrated and the state 
of the gas is fixed by knowing its mass intensive specific volume 
and internal energy. 

Two Zone. During combustion, the cylinder volume is di
vided into unbumed and burned gas zones. Four governing 
equations are needed to solve for trapped mass, cylinder pres
sure, and gas temperature in each zone. The set of equations 

1 Nu = C„Re0JW33, C„ in the range 0.033-0.07. 

N o m e n c l a t u r e 

A = surface area 
C = constant coefficient 

CH = heat transfer correlation constant 
D = gas dilatation 
E = turbulence dissipation 
K = kinetic energy 

Kp = induced mean flow kinetic energy 
due to piston motion 

KF - induced mean flow kinetic energy 
due to flame motion 

L = integral length scale 
m = gas mass 
m = gas mass flow rate 

Nu = Nusselt number 

P = turbulence production 
Pr = Prandtl number 
Re = Reynolds number 

t = time 
u = velocity 
V = gas volume 

A8 = finite crank angle increment 
A = model constant 
0 = model constant 
e = mass intensive turbulence dissipa

tion 
\ = Taylor length scale 
H = gas viscosity 
p = gas density 

Subscripts 

b = burned gas 
e = entrained 
F = flame or burning 
/ = induced 

ig = ignition 
j = numerical index 
L = laminar 
m = mean flow 
p = piston 
t = turbulent 

u = unburned 
W = wall 

210 / Vol. 120, JANUARY 1998 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



proposed by Ferguson (1985) is considered. These are mass 
and energy conservation, the specific volume equation, and the 
entropy equation for unburned gas region. The gas state in each 
zone and the trapped gas mass are calculated at each time step 
by numerically integrating the aforementioned equations. 

The resulting conservation equations are integrated in time 
using the explicit Runge-Kutta fourth-order method. 

Turbulence Modeling 

A k-e model is used to predict in-cylinder turbulence. The 
governing equations are given as follows (Morel and Mansour, 
1982): 

KP = 5 rhbUi (11) 

dKm 

dt 
X Km— + Kp + Kp 

m 

where 

= -P 

^ = P - E - l K , ^ 
dt .. m 

dt K, K, . m 

K,„ 2 mu,„ K, = j mu, E = me 

The production terms are given by: 

P = P0 + />, + P2 + P3 

PE = C,P, + C f t + Cl2Pi 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

The viscous dissipation, P0, is negligible for the high-turbulence 
Reynolds number compared to the turbulence dissipation (Ten-
nekes and Lumley, 1972).2 

The term, Pi, is modeled as follows (Mansouri et al., 1982): 

(7) pt = v,vcT[ Y 

where CT is a constant to be determined from model calibration. 
Also, 

P2 = - f fj,,VD2 P3 = -I K,D 

C, = 1.44 C2 = 1.92 

The turbulence viscosity term /j,t is given by: 

K2 

(8) 

(9) 

where the constant CM is equal to 0.09. 
The constants Cn and Cl2 are chosen such that the model 

would satisfy certain constraint under the condition of rapid 
compression or expansion as follows: 

C n = 1.32 C12 = 4.5 (unidirectional) 

C,i = 1.44 C12 = 3.5 (spherical) 

The term Kp is the induced flux due to piston motion, which is 
modeled as follows: 

Kp = J pAp\uj (10) 

The term KF is the induced flux due to flame propagation, which 
is modeled as follows (Yacoub, 1995): 

2 This assumption is not valid in the proximity of the wall boundary, where 
viscous dissipation is the dominant term. 

In closed-vessel combustion, the flame propagation initiates a 
mass flux of unburned gas on the cold side, which is directed 
into the reverse direction of the burning velocity. The induced 
gas velocities in each region are given by (Maly and Ziegler, 
1982; Yacoub, 1995): 

• P- v*> i 

ulu = uP\ 7 7 - 1 
,Pb V 

-Up • (12) 

During combustion, the turbulence model is applied separately 
to the unburned and the burned gas regions. The constants C n 

and C12 are set to values case of rapid spherical compression. 
During other cycle simulation processes, a one-zone model is 
adopted and the constants Cu and C12 are set to values case of 
rapid unidirectional compression. 

The initial condition of turbulence in the burned gas region 
is obtained by assuming that the mass and angular momentum 
of the first fluid element to burn are conserved upon crossing 
the flame front (Ramos, 1989). 

Combustion Modeling 

Combustion is modeled as two simultaneous processes: en-
trainment followed by combustion, as discussed by Blizard (Bli-
zard and Keck, 1974) and Tabaczynski (Tabaczynski et al., 
1977). A slight modification is introduced in the rate of entrain-
ment, met which is given by: 

me = puAF(Cwu, + uL) (13) 

The wall coefficient, C,„, is introduced in order to account for 
the fact that the rate of entrainment decreases as the flame 
approaches the cylinder walls; since the velocity induced by 
volume expansion must be zero normal to the boundary (Barr 
and Witze, 1988). The increased resistance to flame expansion, 
as it approaches the wall, leads to flattening out of the flame 
front. This wall effect becomes well pronounced in the final 
termination period of entrainment (James, 1990). In the present 
model, the wall effect at the final termination period of entrain
ment is modeled as (Yacoub, 1995): 

Cw = 1, me 

Cw = 

< A 

me 

m 
(14) 

A is a constant value (taken in a range between 0.8B0.9), and 
0 is a constant value, which is set equal to 0.5. 

It is necessary to assume a certain size of flame volume at 
the time of spark in order to start the calculations. Hires et al. 
(1978) proposed: 

M„ = Cis 
M"7AY (15) 

where C,s is an empirical value, which is unique to an engine 
geometry, but independent of engine operating conditions. The 
present model uses the procedure employed by Tomita and 
Hamamoto (1988). A certain volume of entrained gas exists at 
the time of spark, and integration of the governing equations is 
carried out. Then, Cis is calculated from Eq. (15) and compared 
with the one obtained from model calibration. The initial as
sumed volume is readjusted until an acceptable match with the 
empirically determined Cig is obtained. 
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Pollutant Predictions 

Nitrogen Oxides: The NO concentration is calculated 
using the extended Zel'dovich mechanism. The reactions for
ward and reverse rate constants are obtained from Heywood 
(1988). The NO rate formation equation is integrated using the 
Euler implicit scheme. 

Carbon Monoxide. The rate of carbon monoxide forma
tion is calculated as proposed by Mathur et al. (1983) and 
Ramos (1989): The reactions' forward and reverse rate con
stants are obtained from the data listed by Zeleznik and Bonnie 
(1985). Euler's implicit scheme is used to calculate CO concen
tration at each time step. 

The aforementioned formulation would produce realistic CO 
concentrations for a fuel-rich burning mixture and too low [CO] 
for a lean mixture. The empirical formula proposed by Benson 
(1977) is used to predict [CO] for the case of lean mixtures. 

Model Validation 

In order to evaluate the validity of the model, a comparison 
is made between the present model predictions and the measure
ments and predictions obtained by other researchers. In the next 
section, separate test cases are presented, where each is aiming 
at validating a specific submodel. 

The first test case deals with calibrating the model to a spe
cific engine geometry and operating condition. The second test 
case deals with evaluating the validity of the assumption that 
the calibration parameters, which are obtained from test case 
one, are independent of the engine operating conditions. The 
predictions are generated for the same engine, presented in case 
one, and running under different operating condition. The third 
test case is an augmentation of test cases one and two, repeated 
for a different engine, which is running under different operating 
conditions. In the fourth test case, the present model predictions 
of nitric oxide, for the same engine of case one, are presented 
and compared to the measured and predicted results of other 
researchers. The fifth and sixth test cases deal with validating 
the exhaust gas emission and turbulence predictions, respec
tively. 

In all test cases, the fuel type is iso-octane. Relevant simula
tion input parameters are given in the appendix section. 

Test Case 1. In order to compare the model predictions 
directly with the experimental data over different engine op
erating conditions, it is necessary to calibrate the submodels 
parameters with the experimental data at a specified engine 
operating condition. The engine geometry and operating condi
tions are given by Poulos and Heywood (1983). 

The first step in the calibration process is to adjust the calcu
lated mass of the charge trapped in the cylinder to that measured. 
This is achieved by varying the intake valve discharge coeffi
cient and varying the throttle position, such that the pressure in 
the intake plenum matches the measured one. The second step 
is to adjust the turbulence parameter CT such that the combustion 
duration and peak cylinder pressure are as close as possible to 
the experimental data. The third step is to adjust the convection 
heat transfer parameter in order to maximize agreement between 
predicted and measured cylinder pressure. Finally, the initial 
value for the entrained gas mass fraction is adjusted to minimize 
the phase shift between predicted and measured pressure trace. 

Figure 2 shows a comparison between the present model 
predictions for the cylinder pressure trace and the predictions 
and experimental traces provided by Poulos (Poulos and Hey
wood, 1983). The present model predictions are in good agree
ment with the experimental data. 

Table 1 lists a comparison between the present model predic
tions of different cycle parameters and those reported by Poulos. 
The gross indicated parameters are obtained by integrating over 
the power cycle, and the net indicated parameters are obtained 
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Fig. 2 Predicted and measured pressure trace for test case one 

by integrating over the full cycle (power and gas exchange). 
For the indicated parameters, no account is made for friction 
losses. 

The friction work is estimated to be twice as much as the 
piston ring friction work. This estimate is based on the work 
reported by Rosenberg (1982), where it is reported that the 
piston assembly friction is about 60 percent of the total engine 
friction. The model shows agreement with the measured values. 

Test Case 2. In test case one, the model is fine tuned to 
predict the measured values. It is assumed that the turbulence 
parameter CT and the ignition delay parameter Cig are dependent 
on a given engine geometry and are independent of its operating 
conditions. The turbulence assumption is first proposed by Bli-
zard and Keck (1974) and both Mansouri (1982) and Poulos 
and Heywood (1983) agree with this assumption. The ignition 
delay assumption is proposed by Hires (1978) and is supported 
by Tomita and Hamamoto (1988). However, to validate the 
present assumption, the predictions are obtained for the same 

Table 1 Predicted and measured performance for test case one 

Cycle performance parameters Measured Predicted Cycle performance parameters Measured 

Present Poulos 

Trapped air mass (gram/cycle) 0.412 0.428 0.412 
Trapped fuel mass (gram/cycle) 0.027 0.028 0.027 

Residual mass fraction . 0.1 0.084 

Pressure at IVC (bars) 1.1 0.9 0.8 

Pressure at spark (bars) 7.7 7.2 6.6 

Pressure (5) tdc (bars) 15.1 15.9 14.8 

Maximum pressure (bars) 28.3 28.7 28.5 

Crank angle at maximum pressure (deg. atdc) 13 12.5 18 

Duration to bum (0-10%) of charge (deg.) 16-21 15.5 18.84 

Duration to bum (10-90%) of charge (deg.) 18-23 20.3 21.49 

Duration to bum (0-100%) of charge (deg.) . 52 -
Net indicated thermal efficiency . 23.16 27.91 

Gross indicated thermal efficiency . 25.97 30.61 

Brake thermal efficiency 22.79 22.66 23.72 

Convection heat loss to fuel available energy . 0.39 0.34 

Nitric oxide at EVO (PPM) 4000 3999 2057 
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Fig. 4 Predicted and measured pressure trace for test case three, equiv
alence ratio equal to 1.05 

engine, presented in case one, running under different operating 
conditions given by Heywood et al. (1979). 

The only calibration needed is the adjustment of the throttle 
plate position, such that the mass of the charge trapped in the 
cylinder and the intake plenum pressure matches the measured 
values. Also, the initial mass fraction of entrained gas has to 
be adjusted in order to keep the value of C-,s equal to that 
obtained from the model calibration in test case one. Figure 3 
shows the predicted pressure trace compared with what was 
measured by Heywood et al. (1979). The model predicts a peak 
cylinder pressure, which is equal to 16.01 bars @ 15.3 ca atdc. 
This prediction is lagging behind Heywood's value, which is 
equal to 16.4 @ 18.0 ca atdc. The predicted gross indicated 
mean effective pressure is equal to 311 kPa, compared with the 
measured value of 367 kPa. 

Test Case 3 . First, the model is calibrated in order to obtain 
an accurate fit to the pressure cylinder trace for a specific engine 
operating condition. Second, the model prediction of engine 
performance is computed at another operating condition and 
without any further tuning of the model. The engine geometry 
and operating conditions for the calibration step are given by 
Singh and Surkomol (1979). Figure 4 shows the cylinder pres
sure trace for the calibration step. The present model predictions 
are the closest to the measured trace compared to those obtained 
by Lucas and James (1973) and by Singh. Lucas assumed a 
linear dependence of the turbulent burning velocity on the en
gine speed. Also, the burned mass fraction of the charge, at any 
instant, is obtained from a three-dimensional flame propagation 
map, using four ionization probes, which were mounted in the 
cylinder. Singh considered the combustion duration only. He 
assumed a cylindrical flame front and used a one-dimensional 
unsteady analysis to determine the heat release rate. The phase 
lag in peak pressure, computed using Singh's model, is due to 
a smaller combustion duration prediction and a discrepancy 
in simulating an ignition delay period (Singh and Surkomol, 
1979). 

Figure 5 shows the pressure trace for an equivalence ratio 
equal to 1.42, while the other operation variables are kept the 
same as that used for model calibration. The present model 
predicts pressure trace in fair agreement with the measured. 
Lucas reasons that the failure in his model predictions is due 
to the fact that the mechanisms involved in turbulent flame 
propagation are not always similar to those for laminar flame 
propagation, which is the underlying criterion of his model. 

Test Case 4. In order to validate the model's ability to 
predict correct nitric oxide (NO) concentration, the predictions 
are obtained for the same engine, presented in case one, and 
are compared with the measured and predicted results reported 
by Komiyama and Heywood (1973). The engine geometry is 
the same as in test case one. The calibrated parameters, obtained 
from test case one, are used for the present simulation. The 
operating conditions are 1200 rpm, spark timing 20 deg btdc, 
and wide-open throttle. The initial entrained mass fraction is 
modified (equal to 0.001) to keep the value of Cig equal to that 
obtained from the model calibration in test case one. Figure 6 
shows the variation in nitric oxide concentration with respect 
to the equivalence ratio for the measured predictions from the 
present model, and predictions from Komiyama and Heywood's 
model. 

The present model overpredicts nitric oxide concentration 
on the lean side. Predictions are accurate near stoichiometric 
mixtures and fall sharper than the measured concentrations on 
the rich mixture side. The predictions provided by Komiyama 
and Heywood are closer to measured values compared to the 
present model predictions. One factor is that Komiyama and 
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Fig. 5 Predicted and measured pressure trace for test case three, equiv
alence ratio equal to 1.42 
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Heywood fed their model with the measured cylinder pressure 
trace. 

Test Case 5. In this test case, the model predictions of 
exhaust gas emissions are calculated and compared with those 
measured by Huls et al. (1966) for given engine operating 
conditions. For this test case, the only available data on the 
engine geometry were that it is a single-cylinder, cooperative 
fuel research engine. Thus, the geometry of the engine is as
sumed to be the same as that of test case one. The intake valve 
discharge coefficient is set equal to 0.23 in order to match the 
calculated trapped mass of charge to the experimental one. The 
model calibration parameters are adjusted to obtain a calculated 
peak cylinder pressure at a crank angle equal to 10 deg atdc, 
as reported by Huls for the case of stoichiometric mixture. The 
ratios of the intake and exhaust plenum volumes to maximum 
cylinder volume are set equal to 50, to match the setting reported 
by Huls. Figure 7 shows the variation of nitric oxide (NO) 
concentration with respect to the equivalence ratio. The data 
are obtained from measurements reported by Huls. 

The variation of carbon monoxide (CO) concentration with 
respect to equivalence ratio is shown in Fig. 8. The trend is the 
same for both the predicted and measured concentrations. The 
empirical equation of Benson (1977) provides higher concen
trations for lean mixtures and lower concentrations for rich 

mixtures, compared with measured values. The model CO pre
dictions increase at a higher rate than the measured concentra
tions on the rich side of the mixture. 

Test Case 6. This test case deals with unidirectional com
pression and expansion, produced by a moving piston in a right 
circular cylinder, of an initially homogeneous turbulent flow of 
zero mean kinetic energy K,„. This test case was originally 
proposed by Morel and Mansour (1982). Three initial values 
for turbulent kinetic energy are considered. These are K:i = 
1.5ul, 0.l5u2

P, and 0.0025wp. The initial value for the integral 
length scale of turbulence L„ is equal to 0.1 h, where up is the 
mean piston speed and h is the cylinder height at bottom dead 
center. Figure 9 shows a comparison of the present model pre
dictions of the integral length scale of turbulence and those of 
Morel and Mansour (1982). The length scale is normalized 
using its initial value. For the model calculations, two limiting 
values (0 and 1) are considered for the turbulence parameters 
CT. 

For the case of CT = 0, i.e., the mean flow field is not 
supplying any energy to turbulence; agreement with Morel pre
dictions is very good except for the case of Ku = 1.50 uf,, where 
the model predicts larger values of L, at the end of expansion. 
For the case of CV = 1, i.e., the mean flow field dissipates 
energy at a very fast rate to turbulence; the model predicts the 
same trend as that for CT = 0 but with larger values of L,. The 
piston motion induces mean flow kinetic energy. For the case 
CT = 1, there is a continuous depletion of this energy to turbu
lence. On the other hand, for CT = 0, the increase in K,„ due to 
piston motion is maintained. The solution, provided by Morel 
and Mansour (1982) is obtained using a multidimensional axi-
symmetric computer code, which accounts for the spatial varia
tion of the flow field inside the cylinder. On the other hand, the 
present model treats the flow field as a bulk and does not account 
for in-cylinder convection and diffusion. Bearing this in mind, 
the agreement between the present model predictions and those 
of Morel are considered to be satisfactory. 

Model Sensitivity 
This section discusses briefly the sensitivity of the cycle-

simulation results to the values of selected submodels' con
stants. A series of cycle-simulations is performed where each 
of these constants is varied independently. The following con
clusions are reached (Yacoub, 1995): 

• Convection heat transfer constant CH is investigated over 
the range 0.035-0.10. Decreasing its value results in an increase 
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Fig. 7 Predicted and measured NO concentration for case five 
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Fig. 8 Predicted and measured CO concentration for case five 
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Fig. 9(b) Integral length scale versus crank angle, K„ = 0.15 uj 

sure trace and an increase of its peak value, which shifts toward 
top dead center (tdc). 

• Initial Entrained mass fraction is investigated over the 
range 0.00025-0.001. Increasing its value results in a slight 
increase in the maximum pressure, which is shifted toward tdc. 

• Turbulence constant CT is investigated over the range 
0.01-0.05. Increasing its value results in faster entrainment and 
burning rates, higher gas pressure and temperature. For all val
ues of CT, angular momentum is no longer conserved at the 
final stage of burning, and better conservation of angular mo
mentum is accompanied by faster burning rates for higher val
ues of CT. 

• The coefficient A is investigated over the range 0.8-1.0, 
and 0 is kept constant, equal to 0.5. Increasing A results in a 
sharper and stronger pressure peak, which shifts toward tdc, 
faster final stage burning, higher convection heat loss, higher 
gas temperature, and lower thermal efficiency. 

• The coefficient ® is investigated over the range 0.1-0.5, 
and A is kept constant, equal to 0.8. Decreasing © results in a 
highly pronounced pressure peak, faster burning rate, higher 
entrainment velocity, better conservation of angular momentum, 
higher convection heat loss, slightly higher gas temperature, 
and lower thermal efficiency. 

Conclusions and Discussion 

The major conclusions that can be drawn from the present 
study are: 

• The present level of modeling is capable of predicting 
thermal efficiency, indicated mean effective pressure, 
peak values of gas pressure, ignition delay, concentra
tions of nitric oxide, carbon monoxide, and carbon diox
ide values that are in good agreement with the experi
mental data. 

• The present algebraic turbulence model, k-e type, is suf
ficient to predict the correct trends of turbulence. The 
calculated parameters are in agreement with the predic
tions of a multidimensional axisymmetric simulation. 

• The present model predictions support the assumption that 
the calibrated submodels' constants are independent of 
the engine operating conditions and are fixed for a given 
engine geometry. 
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Fig. 9(c) Integral length scale versus crank angle, K„ = 0.0025 u% 

in thermal efficiency, increase in maximum gas temperature, 
decrease in convection heat loss, an increase in nitric oxide 
concentration, faster burning rates, and broadening of the pres-
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APPENDIX 
case 1 case 3 case 

ENGINE DATA 
BORE (cm): 8.26 8 10 
STROKE (cm) 11.43 10 9.08 
HALF STROKE TO ROD RATIO : 0.225 0.225 0.3375 
SPRK PLG LCTN RADIUS (cm ) : 4.12 3.99 4.98 

EXHAUST VALVE SPECIFICATIONS 
DIAMETER (cm): 2.89 2.8 
MAXIMUM LIFT (cm): 0.29 0.28 
DISCHARGE COEFFICIENT: 0.5 0.5 
VALVE CLOSE (deg. atdc): 15 12 
VALVE OPEN (deg. bbdc): 40 64 

INTAKE VALVE(S) SPECIFICATIONS 
DIAMETER (cm): 3.3 3.2 
MAXIMUM LIFT (cm) : 0.5 0.64 
DISCHARGE COEFFICIENT: 0.23 0.85 
VALVE CLOSE (deg. abdc): 34 64 
VALVE OPEN (deg. btdc): -10 12 

THROTTLE PLATE SPECIFICATIONS 
DIAMETER (cm): 4 4 
SHAFT TO BORE DIAMETER: 0.03 0.03 
ANGLE WHEN COLSED (deg.) : 5 5 
DISCHARGE COEFFICIENT: 0.8 0.8 

PISTON CYLINDER CREVICE 1 5ATA 
PSTN GROOVE HEIGHT (cm) i 0.18 0.177 
PSTN CYLNDR CLRNCE (cm): 0.05 0.03 
TTL CRVC VOLUME (»VTDC): 1.66 1.81 
TOP LAND HEIGHT (cm): 0.6B 0.68 
SECOND LAND HEIGHT (cm): 0.3 0.3 
RING WIDTH (cm): 0.4 0.4 
RING THICKNESS (cm): 0.175 0.175 
RING MASS (grams): 12.08 11.61 
RING END GAP (cm): 0.025 0.015 
RNG SIDE CLRNC (cm): 0.005 0.0015 
CLRNC BEHIND RING (cm): 0.05 0.05 
DSCHRG CFF.RNG END GAP: 0.8 0.8 

SIMULATION DATA case 1 case 2 case 3 case 5 
COMPRESSION RATIO: 7 7 9 8 
SPEED (rpm) : 1477 1600 2490 1000 
CYLNDR WLL TMPRTR (k): 425 400 400 400 
SPARK ANGLE (deg. btdc): 21 32 30 30 
EQUIVELANCE RATIO: 0.97 0.81 1.05 .85-1.4 
TURBULENCE COEFFICIENT CT: 0.035 0.035 0.004 0.005 
CNVCTN HEAT CONSTANT: 0.07 0.07 0.03 0.07 
ENTRNED MASS FRCTN 8 IGNTN:.0015 .0002 .000015 .001 
THROTTLE POSITION (% WOT): 39.5 13.5 100 100 
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The Spray Structure of 
Air-Shrouded Dual-Stream Port 
Fuel Injectors With Different 
Air-Mixing Mechanisms 
An experimental study of the spray structure from air-shrouded dual-stream injectors 
with different air mixing mechanisms was carried out extensively to understand the 
spray characteristics of dual-stream port injectors for applications to four-valve 
gasoline engines. The injectors were tested under both steady and transient conditions 
at different injection pressures and air shrouding pressure differentials. The global 
spray structure was visualized using the planar laser Mie scattering technique and 
spray atomization processes were characterized by the phase-Doppler anemometry 
method. The experimental results showed that spray atomization characteristics are 
improved markedly by the air-shrouding technique and also strongly dominated by 
the air-mixing mechanisms. When the air flows into the injector tip mainly from the 
radial direction, two streams of the spray are forced to merge together and as a 
result a single-stream spray is formed. When the radial velocity component of the 
air is reduced and the air is made to mix well with the fuel inside the injector tip, 
however, the two streams of the spray are well separated over different injection 
conditions. Moreover, other spray parameters are also modified by the air shrouded 
into the injector, which must be optimized in order to achieve the best performance 
of the air-shrouded injector. 

Introduction 
A well-atomized spray is the basic requirement of current 

port-injected gasoline engines in order to meet the stringent 
hydrocarbon emission regulations. This is because improved 
spray atomization is effective in minimizing fuel wall-wetting, 
reducing fuel/air mixing time, and promoting a more uniform 
mixture for the engine. It is particularly important when fuel 
injection is done toward an open valve (Zhao et a l , 1995a; Lai 
and Zhao, 1995). To date, a lot of technologies such as air-
assist (Takeda and Sugimoto, 1992; Harada et al., 1992; Saikalis 
et al., 1993; Zhao et al., 1995e), elevated fuel pressure (Lai et 
al., 1994a, b), liquid-liquid impingement (Nogi et al, 1992), 
solid-surface impingement (Nagaoka et al., 1994; Inamura et 
al., 1992), swirl flow (Kashiwaya et al., 1990; Okamoto et al., 
1992), director-plate compounding (Lai et al., 1994a, b; Amer 
and Lai, 1995; Amer et al„ 1995; Parish and Evers, 1995), 
ultrasonic vibration (Namiyama et al , 1989), pressure modula
tion (Zhao et al., 1995b, c, d), and nozzle-tip heating (Saito et 
a l , 1993; Chen and Chen, 1995) have been developed to en
hance the spray atomization process of port fuel injectors. 
Among them, the air-assisted injector attracts much attention 
from automotive engineers due to its guaranteed effect on im
proving the spray atomization performance. However, other 
spray parameters such as spray targeting, fuel dispersion, and 
spray separation angle may also be modified when the assisting 
air enters the injector. This may degrade the engine performance 
even though the spray has good atomization characteristics. 
This indicates that simply adding air into the fuel system is no 
guarantee of an improvement in engine performance. In fact, 
there are numerous cases of degraded performance when air-

1 Current address: Chrysler Corporation, CIMS 482-01-19, 800 Chrysler Dr. 
E„ Auburn Hills, MI 48326. 

Contributed by the Internal Combustion Engine and presented at the Spring 
Technical Conference of the ASME Internal Combustion Engine Division, 
Youngstown, Ohio, April 21-24, 1996. Manuscript received at ASME Headquar
ters May 1997. Associate Technical Editor: W, K. Cheng. 

assist was added to an existing single-fluid system. A carefully 
selected air mixing mechanism is strongly required to realize 
the full advantages of air-assisting techniques. 

This paper reports an extensive study of spray breakup and 
atomization processes of air-shrouded dual-stream (ASDS) in
jectors with different air mixing mechanisms. This dual-stream 
(DS) injector is designed to target each of the two streams to 
each of the intake valves to avoid serious wall-wetting on the 
port divider of two-intake-valve gasoline engines (Zhao et al., 
1996). Such design can not only reduce the port divider fuel 
wetting but also can increase fuel dispersion. The effect of the 
air mixing mechanism on the spray characteristics including the 
global spray structure, fuel dispersion, spray separation angle, 
and atomization performance is investigated in detail. The 
global spray structure was visualized under steady and transient 
conditions over different fuel injection pressures and air-shroud
ing pressure differentials (ASPD) using the Planar Laser Mie 
Scattering (PLMS) technique. The spray was characterized by 
the Phase-Doppler Analyzer (PDA). 

Experimental System 

Figure 1 shows a schematic of injector geometries under 
different air mixing mechanisms. It is a director-plate injector 
with two different types of vacuum-driven air-shrouding adapt
ers retrofitted at its tip. Air is provided through an adapter 
connected to the engine intake manifold. Air is driven by a 
pressure differential between the manifold and intake port 
through a passage between the injector body and the adapter 
and the air-shrouding sleeve, and interacts with liquid fuel. Two 
different air-mixing methods are used to study the effect of air-
mixing mechanisms on the spray characteristics. For the short-
tip type injector, the radial velocity component of the shrouded 
air is dominant. Correspondingly, the radial component of the 
air velocity is reduced dramatically due to the internal design 
of the long-tip type injector. Moreover, the air mixes well with 
the liquid fuel inside the small mixing chamber at the injector 
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Short-Tip Type Long-Tip Type 

Fig. 1 Schematic of ASDS injectors with two different air-mixing mecha
nisms 

tip. A separation bar is installed at the injector tip for this long-
tip ASDS injector. 

Calibration fluid, VISCOR-B, was used to test the injectors. 
This fluid has comparable physical properties to those of gaso
line and is good for studying spray breakup and atomization 
processes of gasoline port injectors due to its nonflammability. 
The PLMS technique was used to obtain the global spray struc
ture. A Nd:YAG laser operated at its second harmonic wave
length was used as a light source, whose pulse was synchronized 
with fuel injection timing when the injector operated under 
transient conditions. A 35-mm still camera was used to record 
the instantaneous spray image. The spray was visualized under 
both steady and transient conditions. For the steady-state tests, 
spray visualization was conducted at 60 ms after the fuel injec
tion start. During transient measurements, fuel injection dura
tion was fixed at 5 ms. The spray was imaged on the base of 
time with respect to the fuel injection start. A two-component 
PDA system (Aerometrics) was used to perform the simultane
ous measurements of droplet size and velocity. To simplify the 
experimental setup, the air was supplied to the injector from a 
high-pressure cylinder and liquid fuel was sprayed out into the 
atmospheric environment. Spray structures derived under such 
conditions may be slightly different from those below the atmo
spheric conditions due to the effect of different ambient pres
sures. Since the current work emphasizes the global spray 
breakup and atomization processes instead of the detailed char
acteristics, this slight difference is not considered. 

Results and Discussion 

Short-Tip ASDS Injector. Figure 2 shows the spray photo
graphs of the short-tip ASDS injector over different air-shroud
ing pressure differentials (ASPD) under continuous injection 
conditions. The visualization range is 56 mm in the direction 
of spray development. It is found that clear dual-stream jets are 
produced and axisymmetrically distributed within the visualiza
tion range when the injector operates without air shrouded in 
(ASPD = 0). When compared with the spray produced by the 
regular DS injector under the same condition (Zhao et al , 
1995e), ligaments between the two streams were found to de
crease markedly for this ASDS injector. This is effective in 
reducing the percentage of liquid fuel between the two streams 
that will impinge on the port divider, possibly to form a liquid 
film. When the injector operates with the air shrouded in, spray 
atomization characteristics are significantly improved. How
ever, the spray separation angle of the two streams decreases 
dramatically. Even at a low ASPD of 27 kPa, the separating 
appearance of the two streams shown in Fig. 2(a) cannot be 
observed at all. Two streams are combined to form a single-
stream spray. A large velocity component along the radial direc
tion is assumed to force the two streams toward the spray axis, 

and cause a marked decrease in the spray separation angle. A 
similar finding was also reported by Takeda and Sugimoto 
(1992) in their externally air-assisted DS injector, which has 
the fuel/air mixing region far downstream of the injector tip. 
From the point of spray atomization, this short-tip ASDS injec
tor shows a great improvement over the non-air-shrouded DS 
injector. However, the spray separation angle shows a quick 
disappearance when the air flows into the injector tip, which is 
considered to change the spray targeting and cause a serious 
wall-wetting around the port divider area. This makes this type 
of spray lose its key feature that the DS injector is supposed to 
have for applications to two-intake-valve engines. When com
pared with other spray atomization technologies such as pres
sure modulation (Zhao et al., 1995b, c, d), the spray separation 
angle of the air-shrouded DS injector seems to be more sensitive 
to the atomization technology itself, even though the air-
shrouded spray shows a more uniform spatial fuel distribution. 
Correspondingly, the pressure-modulated spray remains a con
stant spray separation angle over a wide range of injection 
conditions. However, the pressure perturbation generated inside 
the fuel line causes a slightly rich shift of the pressure-modu
lated port fuel injector. The shifting extent is dependent on the 
injector design and fuel flow rate. 

Figures 3 and 4 show the spray photographs under transient 
conditions. At the beginning of fuel injection (2 ms after fuel 
injection start), the spray tip penetration increases linearly with 
an increase in the ASPD. This indicates that the droplets are 
accelerated by the shrouded air. Moreover, the amount of vapor 
cloud increases when the ASPD increases. After 4 ms of fuel 
injection start, the spray is well developed. The transient spray 
structure at this moment is quite similar to that of the steady 
condition. At the low ASPD of 27 kPa, two almost parallel 
streams are forced together but their separation can still be 
observed. However, at the high ASPD, this separation can not 
be observed at all. Only a small core jet is observed at the 
injector tip surrounded by the vapor cloud. 

(c) (d) 

Fig. 2 Spray photographs of short-tip ASDS injector (fuel injection pres
sure: 290 kPa; continuous fuel injection); (a) ASPD = 0; (b) ASPD = 27 
kPa; (c) ASPD = 54 kPa; (d) ASPD = 81 kPa 
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(a) (b) 

(c) (d) 

Fig. 3 Spray photographs of short-tip ASDS injector (fuel injection pres
sure: 290 kPa; 2 ms after fuel injection start; injection duration: 5 ms); 
(a) ASPD = 0; (6) ASPD = 27 kPa; (c) ASPD = 54 kPa; (d) ASPD = 81 kPa 

Figure 5 shows the spray photographs of this short-tip ASDS 
injector at the fuel injection pressure of 810 kPa under steady 
conditions. When compared with the results at low fuel injection 
pressure in Fig. 2, it is found that the separating appearance of 
two streams can be observed even at ASPD = 54 kPa. An 
increase in the fuel injection pressure results in an increase of 
the spray momentum, which is considered to retain the spray 
separation angle up to a comparatively higher ASPD. 

All these visualization results showed that the short-tip ASDS 
injector presents improved spray atomization performance. 
However, a good separation of two streams that is required for 

(c) (d) 

Fig. 4 Spray photographs of short-tip ASDS injector (fuel injection pres
sure: 290 kPa; 4 ms after fuel injection start; injection duration: 5 ms); 
(a) ASPD = 0; (b) ASPD = 27 kPa; (c) ASPD = 54 kPa; (d) ASPD = 81 kPa 

(a) <b) 

(c) (d) 
Fig. 5 Spray photographs of short-tip ASDS injector (fuel injection pres
sure: 810 kPa; continuous fuel injection); (a) ASPD = 0; (b) ASPD = 27 
kPa; (c) ASPD = 54 kPa; (d) ASPD = 81 kPa 

four-valve engines is degraded by the shrouded air. Further 
work is required to clarify whether this type of injector can 
meet the engine requirements. At least, improvement is needed 
to keep the spray separation angle while maintaining improved 
spray atomization characteristics. 

Figure 6 shows the radial distributions of droplet size and veloc
ity for the short-tip ASDS injector over different ASPD. As shown 
in the graph, both the droplet size and velocity show a maximum 
at the mainstream of the spray when there is no air shrouded into 
the injector (ASPD = 0), which is the typical trend derived from 
the regular DS injector (Zhao et al., 1995e). Near the injector axis 
(e.g., in between the two streams), both the droplet size and veloc
ity increase slightly. However, when the air enters the injector, the 
peak distribution of the droplet size disappears completely. Due 
to the disappearance of the two streams, droplet size increases 
slightly between the two original streams. However, the overall 
droplet size is reduced significantly because of the improved spray 
atomization characteristics. Moreover, the peak of the velocity 
shifts towards the injector axis and a great acceleration of the 
droplet by the shrouded air is obtained. 

Figure 7 shows the droplet size and velocity distributions along 
the injector axis. Both the droplet size and velocity show a maxi
mum along the axial distance at ASPD = 0. When the air is 
shrouded in, the droplet size is reduced markedly. Until far down
stream (90 mm), the droplet size of the air-shrouded spray reaches 
the level of the non-air-shrouded spray. The droplet velocity of 
the air-shrouded spray is lower upstream (~70 mm from the injec
tor tip). But far downstream (~70 mm) the droplet velocity is 
higher than that of the non-air-shrouded spray. Figure 8 shows a 
comparison of the spray characteristics between continuous and 
transient fuel injections along the injector axis. Near the injector 
tip, droplet size is larger for the transient spray. The droplet velocity 
is lower over all of the measurement locations for the transient 
spray due to the small spray momentum. 
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Fig. 8 Comparison of spray characteristics between continuous and pulsed fuel injections at different axial distances 
along the injector axis (fuel injection pressure: 290 kPa) 

Long-Tip ASDS Injector. Figure 9 shows the spray photo
graphs of the long-tip ASDS injector under steady fuel injection 
conditions and different ASPD. The visualization range is 30 
mm in the direction of spray development. It is apparent that 
the two streams of the spray are well separated even at the high 
ASPD. There is no apparent change in the spray separation 

angle over different ASPD. This finding is completely different 
from that of the short-tip ASDS injector whose spray separation 
angle shows a distinct decrease even at low ASPD. The differ
ence in the air mixing mechanism between these two injectors 
is assumed to cause the different spray characteristics. Since 
the radial velocity component of the air is reduced significantly 
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(a) (b) 

(c) (d) 

Fig. 9 Spray photographs of long-tip ASDS injector (fuel injection pres
sure: 290 kPa; continuous fuel injection); (a) ASPD = 0; (b) ASPD = 27 
kPa; (c) ASPD = 54 kPa; (d) ASPD = 81 kPa 

for the long-tip injector and also the air mixes well inside the 
chamber near the injector tip, the trajectory of each stream is 
maintained to a great extent as it was developed from the origi
nal nozzle. Such a good separation of the two streams is im
portant for the dual-stream injector. Moreover, almost no liquid 
fuel is observed between the two streams. All of these features 
show the advantages of this type of air-mixing method in fuel 
dispersion for reducing the wall wetting on the partition of the 
intake port when applied to a two-intake-valve engine. How
ever, when compared with the spray photographs of the short-
tip ASDS injector, more large droplets are observed from the 
spray periphery of the long-tip ASDS injector. Moreover, the 
liquid fuel distribution of each stream is not symmetric and large 
droplets concentrate around the outer edges of each stream. This 
observation can also be verified from the PDA results in Fig. 

m in 
• • • • • I^HHBHI 

(a) (b) 

(c) (d) 

Fig. 10 Spray photographs of long-tip ASDS injector (fuel injection pres
sure: 290 kPa; 2 ms after fuel injection start; injection duration: 5 ms); 
(a) ASPD = 0; (b) ASPD = 27 kPa; (c) ASPD = 54 kPa; (d) ASPD = 81 kPa 

(c) (d) 

Fig. 11 Spray photographs of long-tip ASDS injector (fuel injection pres
sure: 290 kPa; 4 ms after fuel injection start; injection duration: 5 ms); 
(a) ASPD = 0; (b) ASPD = 27 kPa; (c) ASPD = 54 kPa; (d) ASPD = 81 kPa 

(c) (d) 

Fig. 12 Spray photographs of long-tip ASDS injector (fuel injection pres
sure: 810 kPa; continuous fuel injection); (a) ASPD = 0; (b) ASPD = 27 
kPa; (c) ASPD = 54 kPa; (d) ASPD = 81 kPa 
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Fig. 13 Radial distributions of droplet size and velocity for long-tip ASDS injector at the axial distance of 76 mm over 
different air-shrouding pressure differentials (fuel injection pressure: 290 kPa; continuous fuel injection) 

13. During the experiment, fuel dripping was also observed 
from the injector. This is possibly caused by the liquid impinge
ment on the separation bar. Such a separation bar may be good 
in maintaining the spray separation angle but will cause liquid 
dripping, especially at the high fuel flow rate. The internally 
air-assisted DS injector developed by Takeda and Sugimoto 
(1992) was also reported to be effective in maintaining the spray 
separation angle of the DS injector. The fuel/air mixing region 
is quite near the injector tip for this type of air-assisted injector. 
However, at the higher ASPD ( -30 kPa), the spray separation 
angle was reduced nearly half of the non-air-assisted spray sepa
ration angle for this internally air-assisted DS injector. From 
this point of view, the long-tip ASDS injector reported here is 
much superior. When comparing the features of different types 
of spray atomization technologies, it is recognized that the liq
uid-liquid impingement technique cannot be used for the DS 
injector with a requirement of a larger spray separation angle 
(Nogi et al., 1992). The ultrasonic vibration technique has a 
difficulty when applied to high flow rate injector (Namiyama 
et al , 1989) and the nozzle-tip heating technique takes more 
time than expected for the fuel temperature to reach the desired 
operating temperature to achieve desirable spray atomization 
characteristics (Chen and Chen, 1995). 

Figures 10 and 11 show the spray photographs under transient 
conditions. It is found that even at the beginning of fuel injection 
(2 ms after fuel injection start), the separating appearance of 
the two streams is clearly observed. With an increase in the 

ASPD, the spray tip penetration increases monotonically. More
over, when the ASPD is over 54 kPa, vapor is formed around 
the liquid core of the two streams. It can also be noticed that 
even though the original two streams of the spray (without 
shrouded air) are axisymmetrically distributed, the spray distri
bution becomes asymmetric when the shrouded air flows into 
the injector. This is probably due to the nonuniform distribution 
of the shrouded air inside the flow passage. At 4 ms after the 
fuel injection start, the spray is well developed. At low ASPD, 
the liquid core is dominant and many large droplets are observed 
from the main streams. When the injector operates under higher 
ASPD, the spray atomization is enhanced greatly. Especially at 
the ASPD of 81 kPa, a large cloud of vapor is formed between 
the two streams and no dominant liquid core is observed down
stream of the injector. Figure 12 shows the spray photographs 
of the long-tip ASDS injector at the fuel injection pressure of 
810 kPa. A well-separated and atomized spray is obtained under 
different air-shrouded conditions. 

Figure 13 shows the radial distributions of droplet size and 
velocity at the axial distance of 76 mm downstream from the 
injector tip. The droplet size decreases slightly from the injector 
axis, and then it starts to increase again near the mainstream. 
Such a phenomenon is common for different injection condi
tions. Generally, for the DS spray as observed from the PDA 
measurement, it is understandable that the droplet size shows a 
peak at the center of each main stream (Zhao et al., 1995e). 
However, this is not true for the current injector. The droplet 
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Fig. 14 Axial distributions of droplet size and velocity for long-tip ASDS injector along the injector axis over different 
air-shrouding pressure differentials (fuel injection pressure: 290 kPa; continuous fuel injection) 
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Fig. 15 Comparison of spray characteristics between continuous and pulsed fuel injections at the center location 
of the main stream and 76 mm downstream (fuel injection pressure: 290 kPa) 

size increases with an increase of the radial distance from the 
center of each stream. The asymmetric liquid mass distribution 
of each stream is probably the reason for this finding. When 
the injector operates with the air shrouded in, the droplet size 
decreases significantly. The droplet size shows a minimum at 
the ASPD of 81 kPa. Such a finding matches well with the 
visualization result. The velocity distribution shows the same 
trend as that of the regular DS injector (Zhao et al., 1995e). A 
peak was observed at the center of each stream. Even with 
different ASPD, this trend remains almost the same and the peak 
velocity appears at the same radial location. With an increase of 
the ASPD, there is only a slight increase in the droplet velocity, 
with a maximum velocity occurring at the ASPD of 81 kPa. 
Around the injector axis, the droplet velocity is very low and 
some reversibly flowing droplets are also observed. 

Figure 14 shows the axial distribution of droplet size and 
velocity for the long-tip ASDS injector along the injector axis. 
With an increase in the axial distance, the droplet size increases 
slightly for the low ASPD spray. At the high ASPD, the droplet 
size does not show any apparent change over different axial 
distances. The droplet velocity decreases monotonically with 
an increase in the axial distance over different ASPD. The dif
ference of the droplet velocity between different ASPD is quite 
small, especially far downstream. 

Figure 15 shows a comparison of spray characteristics be
tween the transient and steady fuel injections. The measurement 
was done at the center of mainstream, namely rlz = 0.2 at the 
axial distance of z = 76 mm from the injector tip. It is evident 
that continuous fuel injection generates a larger droplet with a 
quite high velocity over different ASPD. However, the differ
ence of the droplet size between continuous and steady injec
tions is not so marked. Since continuous spray has a compara
tively larger momentum, continuous injection generates droplets 
with high velocities. Moreover, the droplet size is comparatively 
small and is easily decelerated by the air resistance. As a result, 
the droplet of the transient injection is more easily decelerated, 
and the droplet velocity is only half of the continuous injection 
condition. 

Conclusions 

An experimental study was carried out to investigate the 
spray structure resulting from two different types of air-
shrouded dual-stream port fuel injectors using PLMS technique 
and PDA. The injectors were tested under a range of flow condi
tions. It was found that the spray atomization characteristics are 
improved markedly by the air-shrouding technique. However, 
apparent separation of two streams disappears, which merge 

together to form a single-stream spray for the short-tip ASDS 
injector. For the long-tip injector, the two streams are well 
separated over different injection conditions. However, the liq
uid mass distribution of each main stream is not symmetric and 
the liquid core occurs a little away from the stream center. 
Moreover, a separation bar installed at the injector tip may be 
effective in enhancing the spray separation but may also cause 
an injector dripping problem due to the impingement of liquid 
fuel on the bar. This indicates that even though the spray atom
ization process is significantly enhanced by the air shrouded 
into the injector tip, the other spray parameters may also be 
greatly modified. If the air mixing mechanism is not optimized, 
the overall spray performance, and as a result the engine perfor
mance, may be degraded. A carefully selected air-mixing mech
anism is definitely required in order to achieve the best perfor
mance of the air-shrouded injector. 
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An Examination of the Ignition 
Delay Period in Gas-Fueled 
Diesel Engines 
Changes in the physical and chemical processes during the ignition delay period of 
a gas-fueled diesel engine (dual-fuel engine) due to the increased admission of the 
gaseous fuels and diluents are examined. The extension to the chemical aspects of 
the ignition delay with the added gaseous fuels and the diluents into the cylinder 
charge is evaluated using detailed reaction kinetics for the oxidation of dual-fuel 
mixtures at an adiabatic constant volume process while employing n-heptane as a 
representative of the main components of the diesel fuel. In the examination of the 
physical aspects of the delay period, the relative contributions of changes in charge 
temperature, pressure, physical properties, pre-ignition energy release, heat transfer, 
and the residual gas effects due to the admission of the gaseous fuels are discussed 
and evaluated. It is shown that the introduction of gaseous fuels and diluents into 
the diesel engine can substantially affect both the physical and chemical processes 
within the ignition delay period. The major extension of the delay is due to the 
chemical factors, which strongly depend on the type of gaseous fuel used and its 
concentration in the cylinder charge. 

Introduction 
The ignition delay period in a compression ignition engine 

is a very important performance parameter that influences sub
sequent combustion processes, engine performance, and exhaust 
emissions. In gas-fueled diesel engines (dual-fuel engines), the 
control of the ignition delay period is equally important and 
can display trends significantly different from those observed 
in the corresponding diesel engine operation. The injection of 
a small quantity of liquid diesel fuel is maintained in dual-fuel 
engine operation to ensure ignition of the charge. The length 
of the ignition delay, however, increases significantly with the 
increased admission of the gaseous fuel up to a detectable maxi
mum value and then drops gradually, as shown typically in Fig. 
1. Changes in the type of gaseous fuel used in a dual-fuel engine 
for the same injected quantities of liquid pilot fuel and total 
equivalence ratio also produce significant changes in ignition 
delay. For example, as shown in Fig. 1, the admission of pro
pane increases the length of the ignition delay in dual-fuel en
gine operation to an extent much longer than the corresponding 
values observed with methane or with other gaseous fuels. For 
the admission of the diluents nitrogen and carbon dioxide into 
the intake air, however, the observed experimental values of 
the ignition delay in the operation of a diesel engine display 
yet different trends from those observed for the admission of 
gaseous fuel in the cylinder charge [1 ,2] . Neither nitrogen nor 
carbon dioxide addition could produce comparable trends in 
increasing the ignition delay of the diesel fuel. 

Some research has been carried out in the past to examine 
the changes in the ignition delay period during the operation of 
dual fuel engines. Moore and Mitchel [3] indicated that the 
increase in ignition delay observed in dual-fuel engines was 
caused by the presence of the gaseous fuels. The length of the 
ignition delay could be improved by increasing the pilot quan
tity and preheating the intake charge. Karim and Burn [2] indi
cated that the observed variations of the ignition delay in dual-
fuel engines cannot be explained wholly on the basis of the 
reduction of the partial pressure of oxygen in the intake charge 
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as a result of gaseous fuel admission. The gaseous fuel must 
affect in an unknown manner the pre-ignition processes of the 
diesel pilot fuel to bring about the observed specific variations 
in the length of the ignition delay. In our previous work [ 5 ] , 
the effects of changes due to gaseous fuel admission, in mean 
charge temperature, external heat transfer to the surroundings, 
and the extent of pre-ignition energy release during the com
pression process on the length of the ignition delay of a dual-
fuel engine have been examined while using detailed reaction 
kinetics for the oxidation of the gaseous fuel and air and em
ploying an experimentally based formulation for the ignition 
delay of the liquid pilot. The effects of any chemical interaction 
between the pilot and gaseous fuels during the preignition pro
cesses could not be accounted for. 

The present contribution examines further the observed 
changes in the physical and chemical processes during the igni
tion delay period of a gas-fueled diesel engine (dual-fuel en
gine) due to the increased admission of the gaseous fuels and 
diluents. In the examination of the chemical aspects of the igni
tion delay, the environment of the mixture of diesel pilot with 
the gaseous fuel is simulated by an adiabatic constant volume 
process while employing n-heptane as a representative of the 
main components of the diesel fuel. The effects of changes in 
the concentrations of the added gaseous fuels, such as methane, 
propane, and hydrogen, and the diluents carbon dioxide and 
nitrogen to the cylinder charge as well as the changes in intake 
charge temperature on the ignition delay of the fuel mixture in 
air are evaluated through using detailed reaction kinetics for 
the oxidation of the n-heptane and gaseous fuels mixture. 

In the examination of the physical aspects of the delay period, 
the relative contributions to the ignition delay, resulting from 
changes in charge temperature, pressure, physical properties, 
pre-ignition energy release, heat transfer, and the effects of the 
residual gases due to the admission of gaseous fuels are dis
cussed and evaluated. It is shown that the introduction of gas
eous fuels and diluents into the diesel engine will change both 
the physical and chemical processes of the ignition delay period. 
The extension to the chemical process of the delay period with 
the admission of the gaseous fuel is the main rate controlling 
processes. Its extent, which depends on the type of the gaseous 
fuel used and its concentration in the cylinder charge, will be 
decreased with the improvement of combustion performance. 
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Fig. 1 Variations of ignition delay with various gaseous fuels admission 
over a range of equivalence ratio in a dual fuel engine operation 

Analytical Considerations 
The ignition delay in a diesel engine is defined as the time 

interval between the start of fuel injection and the commence
ment of rapid energy release due to combustion. The pre-igni-
tion processes can be viewed as being initially predominantly 
physical, followed by overlapping somewhat later chemical pro
cesses. In the physical part of the delay process, the fuel is 
injected, atomized, vaporized, and mixed with the air. The asso
ciated chemical processes are controlled by the precombustion 
reactions of the local mixtures of the fuel, air, and residual gases. 
A convenient approach based on experimental observation of 
the delay in diesel engines is to consider the length of the 
ignition delay period to be a function of the charge pressure and 
equivalence ratio of the fuel vapour and air, and exponentially 
dependent on the inverse of the mean charge temperature 
[ 6 , 7 ] . 

In dual-fuel engine operation, the admission of a gaseous fuel 
with the air will influence profoundly both the physical and 
chemical ignition processes of the mixture. This admission will 
bring about variations in the physical properties of the mixture 
such as the specific heat ratio and heat transfer parameters. 
These can lead to significant changes in the charge temperature 
and pressure levels at the time of fuel injection and extend the 
physical ignition delay period of the mixture. The presence of 
the gaseous fuel-air charge during the pre-ignition reaction 
results in changes to the energy release and the associated pro
duction of active species. Moreover, any chemical interactions 
that may take place between the diesel vapor and gaseous fuel 
will produce further changes in the chemical ignition processes 
of the mixture. 

Some of the major effects of the introduction of the gaseous 
fuel on the ignition period of the dual-fuel-air engine can be 
expressed conveniently as a modification to the compression 
mean charge temperature, AT, and can be written as: 

AT = ATth + ATre + ATh, + ATrl + (1) 

where AT,h is the temperature change due to any variations in 
the thermodynamic and physical properties of the mixture, ATre 

is the change due to the contribution of residual gases, ATh, is 
the change due to the heat transfer, and ATr, is the change due 
to the contribution of pre-ignition energy release. Changes in 
the thermodynamic and physical properties of the mixture could 

normally bring about a decrease in the charge temperature while 
other changes, such as the contribution of the residual gases, 
could result in an increase in the charge temperature. The effects 
of any chemical interaction between the diesel and gaseous 
fuels during the preignition reactions can be accounted for em
pirically through a modification to the effective overall activa
tion energy term of the mixture, which will be strongly depen
dent on the types and concentration of gaseous fuels involved. 

Hence, when accounting for the effects of these changes, a 
modified value for the ignition delay in dual fuel engines can 
be produced [5] . This modified value, r + AT(S), in order to 
be compared to the corresponding value under diesel operation 
[6, 7 ] , can be written as: 

T + A T = A(P + AP)a(<t> + A<f>)b exp 
c + Ac 

Ts + AT 
(2) 

where P and Tg represent, respectively, the mean cylinder pres
sure (atm) and charge temperature (K) during the ignition delay 
period. 4> is the equivalence ratio of the fuel vapor-air mixture. 
A, a, b, and c are constants to be established experimentally 
for the relevant operating conditions. The values of these con
stants as obtained, for example, by Hiroyasu [6,7] in a constant 
volume vessel are: 

A = 4.0 X 1(T3, -2 .5 , -1.04, c = 6000 (3) 

In the present work, the equivalent modifications to the 
charge temperature in accordance with Eq. (1) can be correlated 
from the results of analysis and experiment. The corresponding 
chemical effects on the ignition delay period of the dual-fuel-
air mixture are examined on the basis of adiabatic constant 
volume reaction conditions while employing detailed reaction 
kinetics for the oxidation of the dual-fuel-air mixture. In these 
kinetic considerations, n -heptane is chosen to represent the oxi
dation of the diesel fuel since the chemical kinetics of the diesel 
fuel oxidation are currently unavailable. Moreover, the adiabatic 
constant volume conditions tend to be close to the environment 
of the diesel pilot fuel in dual-fuel engines during the delay 
period (for example, a charge mean temperature of 780 K and 
a charge pressure of 28 atm). The concentrations of the mixtures 
of n -heptane vapor and the gaseous fuel are considered in terms 
of their corresponding stoichiometric value, which tends to be 
associated with the peak value of the reaction rates for the 
oxidation of the mixture. The chemical reaction mechanism of 
the mixtures of n -heptane and the other gaseous fuels was based 
on those schemes reported by Westbrook et al. [8] . This de
tailed kinetic scheme consisted of 1966 elementary reaction 
steps and 380 chemical species. The corresponding thermo-
chemical data were obtained mainly from JANAF tables [10]. 

The residual gases from the previous cycle, which were as
sumed to fill the clearance volume when a new cycle began, 
were considered to have the same composition as that for the 
exhaust gases at the end of expansion to atmospheric pressure. 
These residual gases, when the inlet valve was opened, mixed 
completely and adiabatically with the fresh charge at the same 
pressure. For heat transfer, the mean wall temperature Tw was 
assumed to remain constant over the cycle, while convective 
and radiative heat transfer was accounted for by a formulation 
recommended by Annand [11] following his analysis of a wide 
range of experimental data in engines. 

Results a n d Discussion 

When the pilot diesel fuel is injected into the combustion 
chamber under high injection pressures, the pilot fuel is atom
ized and distributed within its spray cone. The resulting axial 
and radial fuel concentration profiles could be calculated ap
proximately by employing established theoretical procedures 
for the flow of jets [12]. Increasingly more surrounding fuel 
along with the air are entrained into the spray cone as the jet 
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Fig. 3 Calculated relative width of the stoichiometric ratio envelopes in 
jet fuel mixture with changes in methane concentration in the sur
rounding charge 

(b) 
Downstream Region of the Jet 

Fig. 2 Schematic representation of fuel concentration profile within a 
diesel fuel jet issuing in an atmosphere of gaseous fuel and air mixture 

of diesel fuel moves downstream. The downstream radial fuel 
concentration profiles become increasingly flatter. Conse
quently, for the same overall fuel-air ratio in the cylinder 
charge, the relative concentration of the gaseous fuel at a down
stream jet location, as shown schematically in Fig. 2(a) and 
2(b), has a much higher value than that at an upstream jet 
location due to the entrainment of the surrounding gaseous fuel. 
The induction of more gaseous fuel into the engine cylinder 
will further change the local fuel composition and increase the 
concentration of the total fuel at any point while the concentra
tion of the air reduced by the same amount. However, this 
change in the local fuel composition is not uniform for the 
mixture within the jet spray cone. As shown in Fig. 3, the overall 
size of the stoichiometric region at every section downstream 
of the nozzle is increased, both in width and length, as the 
concentration of the gaseous fuels in the surroundings is in
creased. However, the increase of gaseous fuel in the local 
fuel composition for the same stoichiometric zone tends to be 
prominent only at regions away from the discharge point of the 
jet. These changes in local fuel composition with the admission 
of the gaseous fuels play an important role in modifying the 
ignition and combustion characteristics of the engine from those 
of normal diesel operation. 

It is expected that the most probable location for first ignition 
encountered will be along a stoichiometric mixture envelope of 
the fuel jet for the same temperature level. In the operation of 
a dual-fuel engine, the ignition delay period will depend not 
only on the concentration of the mixture but also on the local 
fuel composition for the same values of the stoichiometric mix
ture, since the admission of the gaseous fuel changes the local 
fuel composition, as shown in Figs. 2 and 3. It has been con
firmed in Fig. 4 that for stoichiometric mixtures at mean temper
ature and pressure values similar to those during the delay pe
riod in engines, the calculated ignition delay period of heptane 
and gaseous fuel mixtures in air is gradually extended as the 
percentage of the gaseous fuel in the mixture is increased. For 
methane admission, the extension to the ignition delay period 

of the fuel mixture tends to be initially very slow until the 
percentage of the methane in the fuel mixture is substantially 
increased to beyond around 70 percent. The increased percent
age of hydrogen in the mixture does not increase the ignition 
delay significantly. However, for propane admission, the igni
tion delay extends more rapidly with increasing the percentage 
of propane in the fuel mixture. These changes in the ignition 
delay period, which depend on the type of the gaseous fuel and 
its concentration in the cylinder charge, are consistent with 
those observed experimentally in Fig. 1 for dual-fuel engine 
operation. Figure 5 shows similarly the corresponding variations 
of the ignition delay period with increasing concentrations of 
gaseous fuel and the diluents carbon dioxide and nitrogen in 
the local stoichiometric mixture for n -heptane and the added 
gas. It can be seen that unlike with the admission of gaseous 
fuels, neither the presence of small amounts of nitrogen nor 
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Fig. 4 Calculated ignition times of the stoichiometric dual-fuel mixture 
with changes in the percentage of gaseous fuel in the total mixture for 
an adiabatic constant volume process 
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carbon dioxide with n -heptane can produce significant increases 
in the ignition delay period. The small changes observed are 
associated mainly with the reduction of the partial pressure of 
oxygen in the surroundings. Figure 6 shows that the decrease 
in the mixture temperature extends the ignition delay period of 
the mixture without significantly changing the trends of ignition 
delay period with the increased admission of gaseous fuels. 

Accordingly, on the basis of these trends, the admission of 
the gaseous fuel with the intake air in dual-fuel applications 
will result in an extension to the ignition delay period due to 
the chemical interactions between the diesel and gaseous fuels. 
This extension will be further increased, but not proportionally, 
with the increase of the concentration of the gaseous fuel in the 
cylinder charge. It can be anticipated that ignition in the dual-
fuel engine will first take place within the region of the diesel 
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Fig. 6 Variations of calculated ignition times with changes in intake 
temperatures for methane admission for an adiabatic constant volume 
process 

pilot jet where sufficient amounts of diesel fuel vapor and air 
but with small concentration of gaseous fuel form the most 
reactive ignition elements. Those regions that are close to or 
far away from the discharge point of the fuel jet will tend to 
produce a later ignition due to either the lack of vaporized diesel 
fuel or a relatively high concentrations of the gaseous fuel in 
the local mixture. 

Another major effect of the introduction of a gaseous fuel or 
a diluent in the engine cylinder with the intake air is the resulting 
variations in the charge temperature during compression. These 
are due to the changes in the physical properties of the mixture, 
such as the specific heat ratio and heat transfer parameters, as 
well as any energy release arising from the pre-ignition reactions 
of the gaseous fuels. As shown in Fig. 7, the addition of hydro
gen to the engine intake air reduces the maximum temperature 
level of the charge at the end of compression only relatively 
little. However, the corresponding values of temperature ob
served with the addition of methane or propane decrease mark
edly. With propane addition, for the typical case shown, a drop 
in temperature of around 90 K was observed for the stoichiomet
ric mixture. Similarly, the mean value of the charge temperature 
at the end of compression decreases essentially linearly with 
increasing the concentrations of carbon dioxide in the cylinder 
charge. The addition of nitrogen to the intake air hardly changes 
the charge temperature. 

The effect of changes in the physical properties of the mixture 
and heat transfer arising from the admission of the gaseous fuel 
on the charge temperature at the end of compression can be 
correlated on the basis of the type and concentration of the 
gaseous fuel. As shown in Fig. 8, this temperature is markedly 
reduced with the increased addition of methane into the air 
while following similar trends for wide working conditions. The 
values predicted by the correlated formulation agree very well 
with the corresponding individually calculated values according 
to the following relationship: 

'-^-'gmax \*an J 1 - exp ( 4 ) 

where Tgmax is the charge temperature at the end of compression 
with the admission of gaseous fuel, Tam„x is the charge tempera
ture at the end of compression with pure air admission, <p is 
the equivalence ratio of the gaseous fuel, a is a constant having 
the following values 16.61, 8.90, 55.31, and 13.56 for the addi-
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Fig. 8 Comparison of maximum charge temperatures predicted by full 
calculation and by the correlated formulation for methane admission of 
Eq. (4) 

tion of methane, propane, hydrogen, and ethylene, respectively. 
On this basis when the charge temperature at the end of com
pression for pure diesel operation is known, the charge tempera
tures at the end of compression with the admission of different 
gaseous fuels can be evaluated. 

With the consideration of both the physical and chemical 
effects of the admission of the gaseous fuels or the presence of 
the diluents on the ignition delay period of the mixture, the 
observed changes in the experimental values of the ignition 
delay during the operation of dual fuel engines can be diag
nosed. As shown in Fig. 9, the observed experimental values 
of the ignition delay increase almost linearly with the extent of 
carbon dioxide admission to the cylinder charge. A higher intake 
temperature results in a relatively shorter ignition delay, while 
an essentially linear trend is maintained. The increase in the 
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Fig. 10 Variations of experimental ignition delay, exhaust temperature 
and calculated maximum charge temperature with methane admission 

ignition delay period with the admission of carbon dioxide is 
mainly attributable to the decrease in the charge temperature 
due to the variations of the physical properties of the charge 
and the heat transfer during compression. The addition of a 
small amount of carbon dioxide does not significantly affect 
the pre-ignition reaction processes. Meanwhile, as shown in 
Fig. 5, the admission of a small amount of carbon dioxide into 
the intake air does not produce a significant extension to the 
chemical part of the ignition delay period of the mixture. Hence, 
when these factors that affect the ignition delay period due to 
the addition of carbon dioxide have been excluded, the modified 
ignition delay calculated by Eq. (2) remains, as shown in Fig. 
9, at almost the same value as observed in pure diesel operation 
and will not change with the increased carbon dioxide concen
trations. 

As shown in Fig. 6, the addition of nitrogen will not change 
the mean charge temperature and no extension to the physical 
process of the ignition delay period is expected with the admis
sion of small amounts of nitrogen. The corresponding changes 
in the ignition delay for nitrogen admission, as show in Fig. 9, 
are far less evident than those observed with carbon dioxide 
admission. The very small increase observed in the value of the 
ignition delay resulted from the small extension to the chemical 
process of the delay period. 

Unlike with the admission of the diluents, Fig. 10 shows that 
the ignition delay period, measured in a direct-injection single-
cylinder dual-fuel engine, initially increases significantly up to 
a maximum value as the methane concentration in the cylinder 
charge is increased. The admission of the gaseous fuel influ
ences the length of the ignition delay not only through a possible 
modification of the nature of the chemical reactions of the mix
ture but also through changes in the charge temperature levels, 
heat transfer, the extent of pre-ignition energy release during 
compression, and the associated changes in the contribution of 
residual gases from previous cycles. As shown typically in Fig. 
10, the increased admission of methane reduces the calculated 
values of the maximum charge temperature at the end of com
pression. The corresponding measured exhaust temperature, 
which is consistent with the state of the residual gases, is ini
tially increased slowly but with a continued increase in methane 
concentration in the cylinder charge its value is enhanced very 
significantly. The marked reduction in the length of the ignition 
delay is accompanied by the significant increase in the exhaust 
temperature. 

Figure 11 shows typically the variations of the charge temper
atures at the commencement and end of the compression stroke 
with methane admission, when the effects of the changes in 
physical properties of the mixture, heat transfer, the extent of 
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Fig. 11 Variations of calculated charge temperatures at the commence
ment and end of the compression stroke for methane admission 

pre-ignition energy release during compression, and the associ
ated contribution of residual gases from previous cycles on the 
charge temperature have been considered on the basis of the 
results in Fig. 10. It can be seen that at light load, which involves 
very lean gaseous fuel-air mixtures, the charge temperature at 
the commencement of the compression stroke is not increased 
significantly with the consideration of the contribution of the 
residual gases, since the combustion of the mixture at light 
load is confined to around the pilot fuel and cannot produce 
sufficiently hot residual gases. The values of the corresponding 
charge temperature at the end of the compression stroke are 
lower than the value observed for pure diesel operation due to 
the variations of the physical properties of the charge and exter
nal heat transfer effects. With the continued increase in the 
gaseous fuel concentration, the combustion process can extend 
gradually further into regions of the mixture made up of the 
gaseous fuel and air to produce higher residual gas temperatures. 
The values of the charge temperature at the commencement of 
the compression stroke, as shown in Fig. 11, is then significantly 
elevated through the increased contribution of the hotter residual 
gases. These increases in the charge mean temperature at the 
commencement of compression will contribute to counteracting 
the corresponding reduction in the charge temperature due to 
the admission of methane to produce eventually a higher charge 
temperature at the end of compression. 

These changes in the charge temperature with the admission 
of methane influence significantly the ignition characteristics of 
the pilot fuel. As shown in Fig. 12, the changes in the ignition 
delay period of the dual-fuel engine can be considered in terms 
of physical and chemical extensions calculated in accordance 
with Eqs. (1) and (2). At light load, the decrease in the charge 
temperature, as shown in Fig. 11, extends the physical process 
of the ignition delay period. Meanwhile, the increased presence 
of methane with the diesel fuel charge will result in some exten
sion to the chemical processes of the delay, as displayed in 
Figs. 4 and 5. Both of these extensions to the ignition period 
lead to the observed increase in the delay period in dual-fuel 
engines as the methane concentrations in the cylinder mixture 
are increased. 

At relatively high loads, the charge temperature at the end of 
compression can reach high values mainly due to the increased 
contribution of the hotter residual gases. Hence, as shown in 
Fig. 12, the extension to the physical process of the ignition 
delay is reduced gradually as the charge temperature at the 

end of compression continues to increase. The corresponding 
extension to the chemical processes of the ignition delay is 
also reduced under the increased charge temperatures. Thus, the 
ignition delay period at relatively high load is decreased with 
the increased methane concentration in the cylinder charge. 

These changes in the ignition delay period of the dual-fuel 
engine show that the extension to the chemical processes of the 
ignition delay with the admission of the gaseous fuel is the 
main rate controlling processes during the delay period of the 
dual fuel engine. The extent of this extension, which depends 
on the type of gaseous fuel used and its concentration in the 
cylinder charge, will be decreased with the improvement of 
combustion performance. 

These analytical results can be used further to explain other 
changes in the ignition delay period observed in dual fuel engine 
operation. For example, the admission of propane into the dual-
fuel engine results in a significant decrease in the charge temper
ature and a longer extension to the chemical part of the ignition 
delay period. The value of the delay for propane admission is 
higher than those values observed for methane or hydrogen 
admission. Moreover, an increase in the size of the pilot fuel, 
which improves the combustion characteristics of the dual fuel 
engine, reduces the relative concentration of the gaseous fuel 
in the fuel mixture for the same overall equivalence ratio, re
sulting in higher charge temperatures at the end of the compres
sion and a shorter chemical extension to the ignition delay 
period. Hence, the observed values of the ignition delay are 
lower than those observed for small pilots [1, 2 ] . 

Conclusion 

The introduction of gaseous fuels or diluents with the intake 
air into a diesel engine will change both the physical and chemi
cal processes of the ignition delay period. The corresponding 
extension to the physical process of the delay period is related to 
changes in the charge temperature, pressure, pre-ignition energy 
release, heat transfer, and the effects of the residual gases. The 
extension to the chemical process of the ignition delay, which 
results from the chemical interactions between the diesel and 
gaseous fuels, is the main rate-controlling process during the 
delay period of the dual-fuel engine. The extent of the extension 
to the ignition delay period depends strongly on the type of the 
gaseous fuel used and its concentration in the cylinder charge. 
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Fast-Burn Combustion Chamber 
Design for Natural Gas Engines 
The work presented in this paper compares the performance and emissions of the 
UBC "Squish-Jet" fast-burn combustion chamber with a baseline bowl-in-piston 
(BIP) chamber. It was found that the increased turbulence generated in the fast-
burn combustion chambers resulted in 5 to 10 percent faster burning of the air-fuel 
mixture compared to a conventional BIP chamber. The faster burning was particularly 
noticeable when operating with lean air-fuel mixtures. The study was conducted at 
a 1.7 mm clearance height and 10.2:1 compression ratio. Measurements were made 
over a range of air-fuel ratios from stoichiometric to the lean limit. At each operating 
point all engine performance parameters, and emissions of nitrogen oxides, unburned 
hydrocarbons, and carbon monoxide were recorded. At selected operating points a 
record of cylinder pressure was obtained and analyzed off-line to determine mass-
burn rate in the combustion chamber. Two piston designs were tested at wide-open 
throttle conditions and 2000 rpm to determine the influence of piston geometry on 
the performance and emissions parameters. The UBC squish-jet combustion chamber 
design demonstrates significantly better performance parameters and lower emission 
levels than the conventional BIP design. Mass-burn fraction calculations showed a 
significant reduction in the time to burn the first 10 percent of the charge, which 
takes approximately half of the time to burn from 10 to 90 percent of the charge. 

Introduction 

Combustion chamber design is one of the key factors affect
ing the performance of a spark-ignition engine. In particular, it 
is well known that the level of turbulence in the chamber just 
prior to ignition and during the combustion process has an 
important impact on the burning rate of the air-fuel mixture. 
The level of turbulence in the chamber can be influenced by 
the chamber design through the degree of swirl imparted to the 
mixture during the intake process and by the squish motion 
generated as the piston nears top-dead-center. High levels of 
turbulence generation lead to faster burning rates, which can 
result in improved thermal efficiency and reduced levels of 
exhaust emissions. It is important, however, to realize that the 
scale of turbulence generated in the chamber, not just the magni
tude of the velocity fluctuations, is a key factor in optimizing 
the combustion rate. 

The use of lean air-fuel ratios is another means of increasing 
engine efficiency and reducing exhaust emissions. The forma
tion of nitrogen-oxide compounds is primarily a function of 
temperature, so that the lower combustion temperatures re
sulting from lean combustion lead to reduced NOx emissions. 
Under lean operating conditions, there is also an excess of oxy
gen available to oxidize carbon monoxide and unburned hydro
carbon compounds. As the air-fuel ratio is increased toward 
the lean limit of combustion, however, misfire cycles may occur 
and incomplete combustion may result in an increase in un
burned hydrocarbon emissions. 

A disadvantage of lean operation is that the burning rate is 
reduced compared to combustion under stoichiometric condi
tions. This reduction in the burning rate results in an increase 
in the overall combustion duration, which in turn leads to in
creased heat transfer losses to the cylinder walls and a decrease 
in the overall engine thermal efficiency. The increased combus
tion duration under lean conditions requires the spark-timing to 
be advanced compared to stoichiometric operation, which may 
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in turn lead to knock and an increase in unburned hydrocarbon 
formation. To successfully implement a lean-burn strategy to 
minimize exhaust emissions and maximize thermal efficiency, 
therefore, the combustion chamber should be designed to enable 
the fastest possible combustion rate to be achieved under all 
operating conditions. 

The goal of the research work reported here was to develop 
a "fast, lean-burn" combustion system, which would enable 
emission regulations to be met without the use of exhaust gas 
clean-up equipment. A new type of combustion chamber was 
developed and tested over a wide range of air-fuel ratios under 
full-load operating conditions. The fuel used was natural gas, 
a slow-burning fuel compared to gasoline, which makes the use 
of a fast-burn type of chamber even more important. 

The Role of Turbulence in SI Engines: Previous Re
search Review 

A review of the literature shows the progression of engine 
investigations of turbulence from the early 1920s to the present-
day computer simulation models. Semenov's (1963) studies of 
turbulent gas flow in piston engines is regarded as fundamental. 
Hot-wire anemometry (HWA) studies in a motored engine with 
a flat top piston showed that shear flow through the intake valve 
was the primary source of turbulence generation, followed by 
decay during the compression stroke and relaxation toward iso
tropic turbulence at top-dead-center. 

Andrews et al. (1976) have demonstrated in combustion 
bomb studies that burning velocity is nearly a linear function 
of turbulence intensity. Turbulence in spark-ignition engines is 
generated by the shear-flow that occurs during the intake pro
cess, and by the squish motion as the piston approaches the 
cylinder head just before top-dead-center. In most cases, how
ever, much of the turbulence generated during the intake stroke 
decays before the combustion process is started. Squish-gener-
ated turbulence, on the other hand, is generated during the last 
phase of the compression stroke, just before it is most needed 
to influence the combustion process. Nakamura et al. (1976) 
discovered that the introduction of a small diameter jet of air 
into the combustion chamber through a third valve just before 
ignition resulted in a significant increase in burning rate and 
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a substantial improvement in engine performance. The air jet 
evidently brought about an enhancement of the turbulence field 
near the spark plug, leading to a significant increase in the 
combustion rate. 

Tri-axial HWA measurements were carried out by Lancaster 
et al. (1976) in a motored engine with and without swirl, which 
was generated by a shrouded intake valve. His studies confirmed 
isotropy and showed that the swirl intensity increased linearly 
with engine speed. Similar investigations by others (Winsor 
and Patterson, 1973; Witze, 1977; Bopp et al., 1986; Daneshyar 
and Fuller, 1986), also showed isotropy and scaling with engine 
speed. 

Lancaster (1986) conducted one of the first correlation stud
ies of turbulence and combustion data using HWA and heat 
release model techniques. Comparison of a disk chamber for a 
swirl and a nonswirl case showed that the normalized flame 
speed was a linear function of turbulence intensity, with little 
influence of turbulent scale within the limits of measurements. 
Other researchers (Dohring, 1986; Nagayana et al., 1977; Ma-
tekunas et al., 1983) also found strong effects of turbulence 
on combustion. Unfortunately, this intake-generated turbulence 
intensity decreases with the approach of the piston to top-dead-
center, the point around which ignition and combustion occur 
in an internal combustion engine (Tippett, 1989). An extended 
turbulence field in the combustion chamber can be maintained 
by, for example, an intake jet-valve application, squish, and/or 
swirl in the combustion chamber (Heywood, 1988). 

Studies of optimizing turbulence by combustion design 
with emphasis on squish have shown (Heywood, 1984) that 
the optimum chamber design should provide: fast-burn for 
high efficiency; good emission control through large valve 
effective areas; low wall surface areas to minimize heat loss 
and avoid quenching; and should be geometrically practical 
for manufacture. 

Gruden's (1981) investigation of combustion chamber layout 
in modern passenger cars showed that a combustion chamber 
located in the piston crown was the simplest way to meet these 
requirements. In line with Young's (1980) optimization crite
rion of an open and compact chamber, Gruden concluded that 
the dimensions and the positions of the quench areas and the 
quench distance, i.e., maximum flame travel, were important. 

Overington and Thring (1981), on a Ricardo Hydra engine 
with variable compression ratio and combustion chambers in 
the head and piston, showed a 2 to 5 percent improvement in 
fuel economy for the chamber in the crown over that of the head 
chamber. This improvement could result from higher turbulence 
during combustion induced by squish. 

The squish effect, reviewed by Young (1980), and predomi
nant in diesel configurations, gave conflicting results. Although 
more recent studies in diesel engines (Shimoda et al., 1985; 
Jane, 1988) provide information on squish and swirl interac
tions, and the effects of combustion chamber shape on fluid 
motion, only limited comparison can be made with SI engines. 

Evans (1986) proposed and patented a variation of the stan
dard bowl-in-piston squish design using channels in a bowl-in-
piston chamber to enhance the squish effect through developed 
jets. Cameron (1985) and Evans and Cameron (1986) evaluated 
this design analytically with HWA and combustion pressure 
measurements in a CFR engine. Initial results showed increased 
peak pressure and reduced combustion duration compared with 
standard bowl-in-piston squish pistons. 

Subsequent investigations carried out by Jones and Evans 
(1985) and Dymala-Dolesky (1986) evaluated the nature of 
the jets developed. These jets in general diminished the effect 
of the main squish motion. Indicated Mean Effective Pressure 
covariance calculations, and mass fraction burned analysis, indi
cated that the squish jet was most effective in the latter half of 
combustion. The most promising chamber was with eight jets 
angled toward the spark location toward the center of the bowl. 

BIP UBC 

Fig. 1 "Bowl-in-piston" and UBC "squish-jet" combustion chambers 

Evans et al. (1987, 1990a, 1990b), Milane et al. (1987) and 
Mawle (1989) published results of experiments on the influence 
of combustion chamber design on turbulence enhancement in 
a fast, lean-burning engine. Potential was found for the squish 
jet action to improve engine efficiency and increase the knock 
limit. Reduced coefficient of variance of Indicated Mean Effec
tive Pressure and reduced ignition advance requirements were 
exhibited. 

Evans and Blaszczyk (1991a, 1992a, b, c) completed an 
R&D project on fast-burn combustion chamber development 
and published more results of experiments on the squish-jet 
combustion chamber design and its influence on combustion of 
lean mixtures. 

Combustion Chamber Design 
The combustion chamber design investigated here is based 

on the principle of using squish motion to generate a series of 
jets directed toward the center of the chamber just prior to 
ignition. A family of chambers utilizing this concept, and re
ferred to as "squish-jet" combustion chamber designs, have 
been patented by Evans (1991b). The chamber used in this 
study, referred to as the UBC "Squish-Jet" chamber, is shown 
in the piston drawing of Fig. 1 along with a conventional 
"Bowl-in-Piston" (BIP) chamber. The UBC combustion 
chamber incorporates a recess machined into the piston crown, 
which, in conjunction with a flat cylinder head, results in a 
cavity, which traps mixture as the piston nears top-dead-center. 
A small outlet passage from the cavity then results in the mix
ture being squished out as a series of jets directed toward the 
main bowl in the center of the piston crown as the piston nears 
the end of its stroke. These "squish jets" generate high levels 
of turbulence as they penetrate into the center of the bowl. By 
carefully choosing the dimensions of both the pocket in the 
piston crown, and the outlet passages, the scale of turbulence, 
as well as the intensity, can be controlled. The performance of 
this chamber was compared to the performance of a conven
tional "bowl-in-piston" chamber, which was utilized as the 
base case. In both cases a clearance height of 1.7 mm was 
used, and the piston bowl depth was machined to obtain a 
compression ratio of 10.2:1. 

The squish area for each piston was determined as a percent
age of the total surface area of the piston. For the simple bowl-
in-piston, this is given by: 

S% = 100%*(D2 - d2)/D2 

where D is the piston bore and d is the bowl diameter. The BIP 
piston squish area was 45 percent and the UBC design piston 
had a squish area of 75 percent. The volume of the recesses in 
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the squish area was compensated for in the depth of the main 
(central) cavity so that the resulting compression ratio was 
always the same. 

Test Facilities 

The test engine was a Ricardo Hydra single-cylinder research 
engine connected to a D.C. motor/dynamometer. The Ricardo 
Hydra engine, described in detail by French (1983), has a dis
placement of 450 cc and utilizes a single overhead camshaft. 
The standard Hydra cylinder head, which incorporates a ' 'bath
tub" type of combustion chamber, was replaced with a flat 
cylinder head for use with the bowl-in-piston type of combus
tion chambers examined in this study. The engine is fully instru
mented to obtain all standard performance measurements and 
is also connected to an exhaust emissions bench, which contains 
analyzers for measuring C0 2 , CO, CH4, THC, NOx, and 0 2 . 
The bench also contains equipment for condensing water vapor 
from the exhaust gas sample. 

All of the engine instrumentation is connected to a microcom
puter-based data acquisition system consisting of a PC and a 
PCL818 data acquisition board. A software package was written 
to scan 16 channels of data coming from the engine and emis
sions bench, and to either display it or store it for further analy
sis. Up to 400 values are read from each channel and then 
averaged before being stored or updated on the computer screen. 
The measured torque is corrected by the program to standard 
SAE conditions and is then used to calculate brake-specific 
quantities. Up to 38 different parameters, either in the form of 
raw data or calculated variables, can be stored on a floppy 
disk for further processing or viewing following engine testing. 
During operation, any of these variables can be displayed and 
updated every few seconds on the computer screen. Due to 
screen-size limitations, however, only 16 variables can be dis
played at one time, but these 16 can be selected or changed at 
any time during the test run. 

Results 
All of the test results reported in this paper were obtained 

using natural gas as a fuel. Natural gas was used since it is 
known to have a combustion rate significantly lower than that of 
gasoline (Jones and Evans, 1985), and is therefore particularly 
useful for testing the effectiveness of fast-burn combustion 
chambers. Measurements of engine performance and exhaust 
emissions for both the base-case BIP and UBC chambers were 
taken over a range of air-fuel ratios ranging from stoichiometric 
to the lean limit of combustion. The results are shown as a 
function of the relative air-fuel ratio (RAFR), where RAFR 

= 1.0 represents the stoichiometric air-fuel ratio, and values 
greater than 1.0 denote lean conditions. All of the results shown 
here are for an engine speed of 2000 rpm with a wide-open 
throttle and MBT (minimum advance for best torque) spark 
advance. 

The relationship between minimum spark advance for best 
torque (MBT) ignition timing and relative air-fuel ratio 
(RAFR) for both pistons is shown in Fig. 2. Early ignition is 
usually accompanied by an increased level of exhaust emis
sions; therefore, an engine exhibiting a reduced MBT ignition 
advance is normally preferred. MBT ignition timing increases 
with increasing RAFR, which corresponds to decreasing flame 
velocities with lean mixtures. MBT timing for the BIP piston 
was 5 deg more advanced than that for the UBC piston at rich 
mixture conditions, and this difference increased to 15 deg at 
an RAFR of 1.5. These results indicate that the UBC chamber 
results in a significantly faster combustion rate than does the 
base case, particularly at values of the relative air-fuel ratio 
greater than 1.1. 

The faster burning rate is confirmed by the mass-burned frac
tion results obtained by analyzing cylinder pressures. The time 
required to burn the first 10 percent of the mixture is shown in 
Fig. 3, and the time required to burn 10 to 90 percent of the 
mixture can be seen in Fig. 4. It is interesting to note that in 
each case it takes only twice the time to burn 80 percent of the 
mixture as it takes to burn the first 10 percent, indicating the 
importance of the early combustion period. At all air-fuel ratios 
the UBC chamber results in a reduction of the time to burn the 
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first 10 percent of the mixture as well as a reduction of the total 
combustion time compared to the base-case. 

The brake-specific fuel consumption (BsFC) is shown for 
both the UBC and the base-case chambers in Fig. 5. The in
creased burning rate with the new chamber translates into ap
proximately a 3 percent reduction in BsFC. The reduction is 
significantly greater at values of the relative air-fuel ratio 
around 1.5, however, evidently due to the base-case chamber 
approaching the lean combustion limit earlier. For both cases 
the minimum BsFC occurs at a relative air-fuel ratio of about 
1.3, in common with results for most spark-ignition engines. 
The improvement in BsFC is due, at least in part, to the reduced 
time available for heat transfer from the hot combustion gases 
to the cylinder walls, and to the reduction in the MBT spark 
advance. 

Another indication of increased thermal efficiency is shown 
by the BMEP values of the engine operating with Wide-Open-
Throttle, as shown in Fig. 6. The BMEP values of the engine 
operating with the UBC chamber are approximately 5 percent 
higher than those for the base-case chamber at stoichiometric 
mixtures, and this difference increases slightly with increasing 
air-fuel ratio. 

Figure 7 shows the brake-specific total unburned hydrocarbon 
(BsTHC) emissions for both chambers as a function of relative 
air-fuel ratio. It should be noted that the values are total hydro
carbon emissions, a large part of which are known to be methane 
emissions when natural gas is the fuel. As methane is not a 

very reactive gas, it does not contribute significantly to smog 
formation, and so is not considered in the emissions regulations 
by most authorities. The brake specific total hydrocarbons emis
sions are 20 to 50 percent lower for the UBC chamber than 
those for the BIP chamber. 

Previous experience indicates that about 90 percent of the 
THC emissions from natural-gas-fueled engines consist of un
regulated methane emissions. The emission levels of nonmeth-
ane hydrocarbons should therefore be below the U.S. EPA 
heavy-duty engine limit of 1.7 g/kW-h with the UBC chamber 
up to a relative air-fuel ratio of approximately 1.5. 

The relationship between oxides of nitrogen and RAFR is 
shown in Fig. 8. For both combustion chamber designs the NC\ 
emission from the engine followed the classical relationship 
with maximum NOx occurring at RAFR slightly leaner than 
stoichiometric. However, the NOx emissions at their peak values 
are about 20 percent lower with the UBC chamber than those 
with the base-case chamber. With increasing air-fuel ratio this 
difference reached a maximum of 50 percent in favor of the 
UBC chamber. 

There would appear to be an operating envelope between 
RAFR values of 1.35 and 1.5 that would result in operation 
with emission levels below the U.S. EPA heavy-duty engine 
limits of 6.7 g/kW-h without the use of a catalytic converter. 

The emissions of carbon monoxide versus air-fuel ratio are 
shown in Fig. 9. At mixtures leaner than RAFR = 1.1, the CO 
emission level for both chamber designs increased by a factor 
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of nearly three compared to the minimum value. However, as 
long as the air-fuel ratio is kept leaner than RAFR = 1 . 1 , CO 
emissions are below the regulated limit. The UBC chamber 
demonstrated nearly 15 percent lower CO emissions than those 
of the BIP chamber at RAFR = 1.4. 

Conclusions 
Combustion chamber design has been shown to be an im

portant factor in determining the thermal efficiency and exhaust 
emissions for a spark-ignition engine. These parameters are 
greatly affected by the burning rate in the combustion chamber, 
which is in turn controlled by both the intensity and scale of 
the mixture turbulence just prior to ignition and during the 
combustion process. A new family of fast-burn combustion 
chamber designs, which utilize squish-motion to create a series 
of turbulence-generating jets as the piston nears top-dead-cen
ter, has been found to result in increased burning rates. The 
faster burning rate leads to an average 3 percent reduction in 
brake-specific fuel consumption, 5 percent increase in BMEP, 
and an increase in the lean limit of combustion. The exhaust 
emissions were lower for the UBC chamber than those for the 
BIP chamber: BsTHC and BsNOx lower by 20 to 50 percent, 
and BsCO up to 15 percent lower. The observations based on 
the performance tests were confirmed by the mass-burn fraction 
results, which showed the UBC chamber resulted in signifi
cantly faster burning compared to the base case, particularly in 
the 0 to 10 percent charge-burned time. The UBC chamber 
design should enable an engine operating with lean air-fuel 
ratios to meet the U.S. EPA heavy-duty emissions regulations 
without the use of exhaust gas clean-up equipment. 
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Primary Atomization and Spray 
Analysis of Compound Nozzle 
Gasoline Injectors 
This work addresses primary atomization modeling, multidimensional spray predic
tion, and flow characteristics of compound nozzle gasoline injectors. Compound 
nozzles are designed to improve the gasoline spray quality by increasing turbulence 
at the injector exit. Under the typical operating conditions of 270-1015 kPa, spray 
atomization in the compound nozzle gasoline injectors is mainly due to primary 
atomization where the flow turbulence and the surface tension are the dominant 
factors. A primary atomization model has been developed to predict the mean droplet 
size far downstream by taking into account the effect of turbulent intensity at the 
injector exit. Two multidimensional spray codes, KIVA-2 and STAR-CD, originally 
developed for high-pressure diesel injection, are employed for the lower-pressure 
gasoline injection. A separate CFD analysis was performed on the complex internal 
flows of the compound nozzles to obtain the initial and boundary conditions for the 
spray codes. The TAB breakup model used in KIVA-2 adequately facilitates the 
atomization process in the gasoline injection. 

Introduction 
Gasoline injectors, unlike diesel injectors, are usually operated 

at a lower pressure drive (the pressure difference between injector 
inlet and outlet) of 270-1015 kPa ( -40-150 psi). In this range, 
slow liquid jets are formed at the injector exits. The aerodynamic 
forces (as a result of relative motions between the jet and the 
surrounding air) are not strong enough to break the liquid jet into 
small droplets. Most of the droplets are formed from the primary 
atomization where flow turbulence is the dominant factor. To im
prove the atomization process and the spray quality, a compound 
nozzle is attached to a gasoline injector to increase the turbulence at 
the injector exit. Figure 1 shows a schematic of a typical compound 
gasoline injector. The compound nozzle consists of two sets of 
nozzles, with one top nozzle beneath the needle and four bottom 
nozzles to direct the flow. Four orifices are located at the top of 
the four bottom nozzles, where the flow.areas are smallest in the 
compound nozzles. There are two primary objectives in this work: 
first, to develop a primary atomization model to estimate the mean 
droplet size at gasoline injector far downstream; second, to test 
the capability of two popular spray codes, KIVA-2 and STAR-
CD, for gasoline injection. 

Wu et al. (1992) examined primary atomization in turbulent 
jets. They believed that the droplets formed at the onset of 
turbulent primary atomization are the smallest droplets that can 
be formed. The size of the smallest droplets is comparable to 
the smallest size of turbulent eddies whose kinetic energy is 
large enough to overcome the surface energy. By assuming a 
constant turbulent intensity in a simple turbulent jet, they pro
posed a semi-empirical correlation to predict the droplet size 
formed during primary atomization. However, there is a major 
flaw in this approach: Turbulent intensity at the orifice is as
sumed to be constant, which is not true for comprehensive 
injectors. In this work, a primary atomization model is devel
oped by including the effect of turbulent intensity in predicting 
the mean droplet size. 

In addition to the mean droplet size, other multidimensional 
spray features such as spray angle, volume distribution, and droplet 
size distribution are important in characterizing injector perfor-
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mance. To predict the detailed spray structures, two multidimen
sional computer codes, KIVA-2 (O'Rourke and Amsden, 1987) 
and STAR-CD (v. 2.2.1) (Computational Dynamics LTD, 1994) 
were employed. Spray models in both KTVA-2 and STAR-CD 
codes were originally developed for diesel injection, which is oper
ated at a much higher pressure. In the KTVA-2 code, the TAB 
(Taylor Analogy Breakup) model is used to predict spray breakup 
and in STAR-CD, the Bag and Stripping breakup models are used. 
Successful work using KIVA-2 in diesel injection and combustion 
has been reported (Liu et al, 1993; Kong and Reitz, 1993; Beatrice 
et al., 1995). However, little work on KIVA-2 and STAR-CD 
spray prediction has been done in gasoline injection, which has 
different spray breakup mechanisms. We need to test these two 
codes' capability in predicting gasoline sprays before using them 
extensively on gasoline injectors. 

To run these two spray codes, we have to specify the bound
ary and initial conditions at the injector exit (orifice), such as 
spray velocity and angle, turbulence properties, and the initial 
droplet size. For a diesel injector with a simple nozzle, these 
boundary conditions can be estimated from the fully developed 
pipe flows. However, for a compound nozzle gasoline injector, 
the flow characteristics are complex and cannot be estimated 
through a simple classical analysis. A separate computational 
fluid dynamics (CFD) simulation on the injector internal flow 
is required to provide the proper boundary conditions for KIVA-
2 and STAR-CD. 

The processes in predicting the multidimensional spray struc
ture and the mean droplet size far downstream are summarized 
in Fig. 2. To use the KIVA-2 and STAR-CD codes for multidi
mensional spray prediction, the appropriate spray breakup mod
els are selected, and the initial droplet sizes and velocities as
signed. On the other hand, prediction of the mean droplet size 
is dependent on the primary atomization model, the flow proper
ties at the orifice, and the characteristic length. To obtain the 
initial conditions for the spray codes and the flow properties at 
the orifice, a CFD analysis in the internal flow is performed. 
Thus, for a comprehensive compound nozzle injector, the qual
ity of spray and droplet prediction relies on accuracy of the 
injector internal flow prediction. 

Model Formulation 
Primary Atomization. As discussed by Lefebvre (1989), 

primary atomization is related to jet breakup by the action of 
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(a) Schematic diagram of a typical compound nozzle injector 
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Fig. 1 Schematic of a typical compound nozzle and dimension of the 
CSMM nozzle 

internal forces, such as turbulence, inertial forces, and surface 
tension. The effects of aerodynamic forces, as a result of relative 
motions between the jet and the surrounding air, are much 
smaller. 

Primary Atomization by^Wu et al. (1992). Wu et al. (1992) 
believe the droplets produced at the onset of turbulent primary 
atomization are the smallest droplets that can be formed. The 
size of the smallest droplets is comparable to one of two scales. 
The first is the turbulence smallest scale, i.e., the Kolmogorov 
microscale. The second is related to the smallest size of turbu
lent eddies whose kinetic energy is large enough to overcome 
the surface energy and to form the smallest droplets. In their 
test conditions, the Kolmogorov length scale is 1-10 fxm, which 
is much smaller than the typical smallest droplets observed 
experimentally. Thus, the turbulent eddy mechanism is con
cluded to be the only possibility and the energy balance exists 
as in Eq. (1) when a droplet is formed from a turbulent eddy: 

npfPvj/12 ~ irl2a 

[kinetic energy of an eddy] 

~ [surface energy required to form a droplet] (1) 

where / is the characteristic size of the eddy at the initiation of 
the breakup and the eddy has a velocity relative to the sur
rounding, v,. Due to the effect of the streamwise velocity, w0, 
the eddy could be an elongated shape. The droplet formed by 
this eddy is assumed to have a diameter comparable to /. In 
order to form the droplet, I must be smaller than the largest 
eddies (comparable to the orifice size, A) and greater than 
the smallest dissipative eddies (comparable to the Kolmogorov 
length scale); therefore, it is reasonable to assume / is within 
the inertial spectrum. Thus, / and vt can be related to the largest 
scales through the energy balance as 

(v?)(u,//) ~ (v'0
2)(v'JA) =* v, ~ v'o(UA)1 (2) 

where v'„ is the time-averaged root-mean-square fluctuating ve
locity at the injector orifice and A is the radial length scale. 
Combining Eqs. (1) and (2) and setting SMD (Sauter mean 
diameter) ~ / and assuming the turbulence properties in the 
liquid can be approximated by the jet exit turbulence properties, 
the following equation is obtained for the SMD at the onset of 
breakup: 

SMD PfwlA 
= C.| * we /:i /5 (3) 

where w0 is the mean streamwise velocity at the injector exit, 
and C„ is the empirical breakup constant, and We /A is the Weber 
number at the orifice. 

For fully developed turbulent pipe flows, the turbulent inten
sity (=v'olw0) is essentially a constant (Hinze, 1975; Schlicht-
ing, 1979). Therefore, SMD/A in Eq. (3) can be expressed as 
a function of We /A only. From test data obtained from a simple 
turbulent jet, Wu et al. proposed an empirical fit: 

SMD/A = 133 We/J'74 (4) 

The power of W e ^ is reduced from —§ in Eq. (3) to —0.74 in 
Eq. (4) for the best correlation in test data. Note that Eq. (4) 
is only applicable to the sprays when the jet exit properties are 
similar to those of a fully developed turbulent pipe flow. 

The Modified Primary Atomization Model. The modified pri
mary atomization model is an improvement over the model 
developed by Wu et al. (1992). The effect of turbulent intensity 
on spray breakup is taken into account in this model. For a 
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Fig. 2 Flow charts showing processes of predicting three-dimensional 
spray structure and the mean droplet size at injector far downstream 
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comprehensive injector such as the compound nozzle gasoline 
injector, the turbulent intensity in the liquid jet is not constant. 
Equation (4), developed by Wu et al. (1992), is only valid for 
a simple turbulent jet and it predicts wrong droplet sizes for 
the compound nozzle gasoline injectors. Before modifying the 
primary atomization model of Wu et al. for compound nozzle 
gasoline injectors, we have to rule out the possibilities of (1) 
secondary atomization (where aerodynamic force is important); 
and (2) the typical droplet size in the range of the Kolmogorov 
length scale. The Weber number (based on gas properties, 
WesA) for a typical compound nozzle injector under a pressure 
drive of 270 kPa is about 1.8, which is too small to initiate the 
secondary atomization. The critical Weber number to initiate 
the secondary atomization is 3.6 to 8.4 (Reitz and Diwakar, 
1986). The Kolmogorov length scale ( = ( i /3 /e) a 2 5 ; v is the 
kinetic viscosity and e is the turbulent dissipation) of these 
injectors at current operating condition is several microns. This 
length scale is much smaller than the typical droplet size of 
40-130 fim. Thus, the basic assumptions in forming the primary 
atomization model for a simple turbulent jet are also valid for 
gasoline compound injectors. 

By assuming that the isotropic turbulence at the injector exit, 
Eq. (3) can be rearranged to 

SMD 
pyW PpkT 

(5) 

where k„ is the average turbulent kinetic energy at the orifice. 
Equation (5) indicates that a liquid jet with a large turbulent 
kinetic energy at the orifice will produce small droplets. If we 
view the droplet formation as a result of the outer layer of the 
jet being "peeled off," the droplets formed near the injector 
exit will be smaller than those formed downstream. This is 
because the turbulent kinetic energy at the jet edge is usually 
higher than that at the jet center. As the liquid jet travels down
stream, the average turbulent kinetic energy is smaller after 
some outer layers of the jet are peeled off to form droplets. 
Photographs taken by Lai et al. (1994) confirm that small drop
lets formed at the compound nozzle exit and larger droplets at 
downstream. 

In our approach, we assume that various sizes of droplet 
are formed as the liquid jet travels downstream. Unlike the 
assumption of one size of SMD ~ / (the eddy size) at the 
onset of primary atomization (Wu et al., 1992), we assume 
the droplets produced at different downstream locations are a 
function of the jet property at these locations. The droplet size, 
dL, formed at a downstream location, L, is assumed to be com
parable to the smallest eddy size at that location. Therefore, Eq. 
(5) can be expressed as 

dL~ 
o-A 2/3 \ 3/5 

; - 3 / 5 (6) 

where kL is the average of turbulent kinetic energy at the down
stream location L. Since the droplets formed at the expense of 
the liquid jet's outer edge, the fluid with higher turbulent kinetic 
energy is transformed into droplets. As a result, the average 
turbulent kinetic energy of the jet, kL, decreases as the jet travels 
downstream. 

At the compound nozzle orifice, the turbulent kinetic energy 
distributes from a high value near the walls, to a low value at 
the center. The mean turbulent kinetic energy is dominated by 
the outer region because the flow area and turbulent kinetic 
energy of the outer region are larger than those in the inner 
region. Thus, at any downstream location, L, the mean turbulent 
kinetic energy of the jet is in proportion to that of a small 
layer at the jet edge, rL. This gives an overestimate of effective 
turbulent kinetic energy for producing dL and can be corrected 

through correlation with the test data. Thus, Eq. (6) can be 
expressed as 

dL ~ kL 
3/5 _ , i,—3/5 

«-L \,=rL (7) 

where rL is a function of the location, L, and rL decreases as L 
increases. 

We follow the assumption used by Wu et al. (1992), that the 
turbulence properties of the downstream jet are approximated by 
those at the jet exit, i.e., 

«-L\r=rL (8) 

where the subscript o denotes the orifice and kc is the turbulent 
kinetic energy at the orifice, which is a function of the radial 
position. Combining Eqs. (7) and (8) and assuming SMD is 
the mean value of dL in the region from the injector exit to the 
full atomization region, say at the downstream location of Z, 
one can develop the equation for SMD as 

SMD 

(9) 

where r0 is the orifice radius. Note that fcj3'5 is the surface 
average of the variable k~3'5, and k~i/5 is the variable k„ with 
a power of - | . Comparing Eqs. (5) and (9), we replace 

k~„ys inEq. (5) with A; J3'5 to include the effects of fluid proper
ties and orifice size. Thus, 

SMD/A 

J. (dL)dz J kl3,5dz 

I 
Z 

' i - " 3 / 5 l 

Z 

rLdrL 

" &0 
vs 

•nrl 
" &0 

W e / j " 
w„ 

(10) 

where the term (k^3/5/w^6'5) indicates the effect of the turbulent 
intensity on SMD. By employing the measured SMD's (Lai et 
al., 1994) for the left-hand side of Eq. (10), and the CFD results 
for the right-hand side of Eq. (10), we can correlate Eq. (10) 
into Eq. (11) for the four comprehensive gasoline injectors, as 
shown in Fig. 3: 

SMD/A = 1.0322 we/:i
/5 (hi: 
W (ID 

Reduction of the power of [We^I/5(fc~3/5/w~6/5)] from 1 inEq. 
(10) to 0.7852 in Eq. (11) corrects the overestimate of the 
turbulent kinetic energy in Eq. (7). Note that the value of 
ko315 can be calculated through the mass-flow average to reduce 

0.4 

o.i 

:3/S,Jio .,0.7852. 

0 0.1 0.2 0.3 0.4 0.5 0.6 

Fig. 3 Correlation between the variables SMD/A and 
We,-r(fG3 '6/nC6) for four injectors 
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dependency of the grid sizes and numbers at the orifice, which 
is 

k; ~'~ = Z (pjwAjk;.~'~)/~ (pjwjAj) (12) 
J J 

where the subscript j denotes the element number at the orifice 
and wj is the strearnwise velocity of the element j .  

TAB Breakup 1V~odel in KIVA-2 Code. This model is 
based on an analogy suggested by Taylor (1963), in which a 
droplet is analogous to a spring-mass system. O'Rourke and 
Amsden (1987) modified Taylor's model and integrated it into 
the KIVA-2 code. The droplet oscillating motions analogous to 
a spring-mass system are governed by the following equation: 

m Y =  F -  k x  - c~ 

= [aerodynamic force] + [surface force] 

+ [damping force due to viscosity] (13) 

where x is the displacement of the equator of the droplet from 
its equilibrium position. 

Droplet breakup occurs when the amplitude of oscillation of 
the north and south poles equals the droplet radius. After droplet 
breakup, the droplet sizes are determined based on the energy 
conservation. Before droplet breakup, the total energy is the sum 
of the minimum surface energy and the energy of oscillation and 
distortion in the fundamental mode. It can be written as 

Ebefore = 4"/rr20 " + 871" p l r 3 ( £  z + 602x2) 
3 

= [minimum surface energy] 

+ [energy in oscillation and distortion] (14) 

where w is the angular velocity. Note that the initial amplitude 
of oscillation is a function of the turbulent kinetic energy. After 
droplet breakup, the product (new) droplets are assumed not to 
be oscillating or distorted. Thus, the total energy is the sum of 
the minimum surface energy of the product droplets and the 
kinetic energy due to their motion normal to the path of the 
parent droplet. The kinetic energy is expressed in the frame of 
reference of the parent droplet. The total energy after breakup 
can be expressed as 

27r r3~ 2 Eaft~r = 47rr2cr -f- + -~- Pl 
r32 

= [minimum surface energy] + [kinetic energy] (15) 

where r32 is the Sauter mean radius of the product droplets. 
By equating Ebefore and Eaeter, and applying the suitable angular 
velocity, one can obtain the product droplet size. 

The TAB breakup model includes interactions among several 
forms of energy such as aerodynamic, surface, damping (due 
to viscosity), and turbulent kinetic. Note that there are four 
dimensionless constants in this model that are determined 
through testing. 

Bag and Stripping Breakup Model in STAR-CD. The 
Bag and Stripping breakup model used in STAR-CD, version 
2.2.1 was developed by Nicholls (1972) and Reitz and Diwakar 
(1986). In this model, droplet breakup is a result of interfacial 
forces (aerodynamic and surface forces) acting on the droplet 
surface. In the Bag breakup regime, the nonuniform pressure 
field around the droplet causes it to expand in the low-pressure 
wave regio n . The droplet disintegrates when surface tension 
forces are overcome; typically when the Weber number slightly 

exceeds the critical number, Cht. The Bag breakup equation can 
be expressed as 

Pslug - udlZdd 
Wed.S > Cbz (16) 

(7 

where Ud and u s are the droplet velocity and flow velocity near 
the droplet and dd is the droplet diameter. Experimental data 
show this number ranges from 3.6 to 8.4 (Nicholls, 1972). In 
STAR-CD, Cbl = 6 is used as the default value. 

In the Stripping breakup regime, the liquid is stripped from 
the droplet surface through the viscous force. It occurs when 
the Weber number is much higher than the critical number, Cb~. 
The Stripping breakup equation is written as 

Wed,s/ReOd "s --> Cst (17) 

with 

Red = pglUg -- Udl dd (18) 
#g 

where Re~ is the droplet Reynolds number and a Cst of 0.5 
obtained from Nicholls (1972). 

The Bag and Stripping breakup models demonstrate only the 
importance of the aerodynamic forces and surface forces in 
droplet breakup. There are two empirical coefficients in each 
model, one in Eq. (16) or (17) and another in the related time 
scale equation. Note that in the Bag breakup regime, the droplet 
size is inversely proportional to the square of the velocity differ- 
ence, dd ~ I us - ua1-2, while in the Stripping breakup regime 
the relationship changes to dd ~ I Ug -- Ud1-3. The aerodynamic 
force effect is greater in the Stripping breakup regime. 

Injector Internal Flow and Initial Conditions for Spray 
Codes. Injector internal flow analysis is essential in spray 
modeling of the comprehensive gasoline injectors. Flow proper- 
ties at the orifice provide important information used to estimate 
the mean droplet size in the primary atomization models, and to 
determine the initial conditions for the multidimensional spray 
simulations. The computational domain covers the region from 
above the valve seat to the injector exit as shown in Fig. 1 (a),  
instead of the whole injector, to save computational efforts. 
This approach worked well in related injector studies (Chen et 
al., 1993; Chen and Chen, 1995). Four individual internal flow 
analyses are carried out for four comprehensive gasoline injec- 
tors. These injectors are coded as CSMM, CSMMN, EDM, and 
SMM. The major differences among four injectors are the plate/ 
nozzle dimension and the orifice size, as follows: 

• CSMM: Two compound silicon plates, Fig. l (b ) ,  with 
one square hole (nozzle) in the top plate and four diver- 
gent square holes (nozzles) in the bottom plate, as shown 
in Fig. 1 (c). The gap height between these two plate is 
100 #m and the orifice size, A, is 212.5 #m. 

• CSMMN: Similar to CSMM, except the gap is 50/zm. 
• SMM: Similar to CSMM, except there is no top plate and 

the orifice size is 195 /.zm. 
• EDM: Four tilted straight-round holes in a metal plate 

and an orifice size of 218.9 #m. 

Technical specifications in injector flow analysis are summa- 
rized as follows. The flow is assumed to be steady, turbulent, 
and isothermal. Due to symmetry in the director plate and the 
compound nozzle, only one quarter of the flow domain is con- 
sidered as the computational domain for EDM, and one eighth 
for SMM, CSMM, and CSMMN. VISCOR-B is used as the 
working fluid with a density of 779.4 kg/m 3 , a viscosity of 
9.27 × 10-4 kg/m-s at room temperature, and a surface tension 
of 2.4 × 10 -2 N/m (with air). As for boundary conditions, the 
injector exit is set at ambient pressure. Pressure drives of 270, 
540, 810, and 1015 kPa are applied at the inlet. Relative pressure 
is used in the CFD calculations. Symmetric conditions are used 
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for symmetric planes in SMM, CSMM, and CSMMN injectors, 
whereas cyclic conditions are used for EDM since EDM nozzles 
create swirl flows. 

The flowfield at the orifice is used to determine the initial 
spray velocity and angle for the KIVA-2 and STAR-CD code. 
The initial spray sizes are set to the hydraulic diameters of the 
orifices, under the assumption that the jet is still intact at that 
location. The computational domain of spray is the downstream 
from the injector with a diameter of 6 in. and a length of 3 in. 
The variable, Amp0, in the TAB model of KIVA-2 is estimated 
based on the assumption that the initial droplet oscillation rate 
is proportional to the square root of turbulent kinetic enr~o_gygy at 
the orifice. Thus, for isotropic turbulence, £(0) = V2ko/3 and 
Amp0 = (42kxf~o/3)/(woA). It is not our intention to do a sensi- 
tivity study on the TAB model. The objective here is to test the 
KIVA-2 predictability in low-pressure gasoline injection with 
complex nozzles, since most of the KIVA-2 applications are 
relatively high-pressur e diesel injection with simple nozzles. 

Results and Discussion 

Primary Atomization. In gasoline injection, the injectors 
are operated at a pressure much lower than for diesel injection. 
The pressure drive (e.g., 270 kPa in most automotive applica- 
tions) is not large enough to create a powerful secondary 
breakup, where the aerodynamic forces are important. For ex- 
ample, the Weber number based on air property, W%.A = 
pgwo2A/a (with Wo the mean jet exit velocity and A the square 
orifice length), is 1.8 at a pressure drive of 270 kPa for a 
CSMM injector. This Weber number is smaller than the critical 
Weber number of 3.6-8.4 suggested by Reitz and Diwakar 
(1986) to initiate the secondary atomization. Thus, gasoline 
spray atomization is mainly controlled by primary atomization 
where turbulence and surface tension are more important. 

The droplet sizes at injector far downstream predicted by two 
primary atomization models are compared with the measured 
droplet sizes, as shown in Figs. 4 and 5, respectively. The 
droplet sizes are measured at 7.6 cm (3 in.) downstream of 
the injectors by the PDPA (Phase-Doppler Particle Analyzer) 
technique (Lai et al., 1994). Their measurements also show 
that there is almost no variation in droplet sizes beyond 2.54 
cm ( 1 in.) from the injector exit. The comparison for the model 
developed by Wu et al. (1992), i.e., Eq. (4), is shown in Fig. 
4. This primary atomization model predicts an inaccurate trend 
of droplet sizes for the different gasoline injectors. The predic- 
tion shows that CSMM should produce the largest size of drop- 
lets and SMM the smallest droplets at a given pressure drive. 
However, test data show that the largest droplets are actually 
produced by EDM and the smallest droplets by CSMM. The 
result is not surprising as the gasoline injection is not a simple 
turbulent jet with a constant turbulent intensity. 

In comprehensive injectors like compound nozzle injectors, 
turbulent intensity at the injector exit is not a constant; it is a 
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Fig. 5 Measured SMD's and predictions from the primary breakup 
model of this work for four injectors 

function of nozzle geometry, size, and the pressure drive. To 
predict the droplet sizes produced by comprehensive injectors, 
the effect of turbulent intensity has to be included. The term 
(ko3/5/Wo6/5) 0"7852 in Eq. ( 11 ) of the modified primary atomiza- 
tion model represents the influence of turbulent intensity on 
droplet sizes. Predicted and measured droplet sizes of EDM, 
SMM, CSMM, and CSMMN injectors at a pressure drive of 
270-1015 kPa are shown in Fig. 5. Equation (11) predicts a 
good pressure effect on droplet sizes for four different injectors. 
Test data and prediction both indicate that the CSMMN injector 
produces the smallest droplets and the EDM injector the largest. 

Comparing the primary atomization models from Wu et al. 
(1992), i.e., Eq. (4), and from this work, i.e., Eq. (11), one 
can observe the effects of different Weber numbers on droplet 
sizes. In Eq. (4), SMD/A ~ Wef-~ '74 and in Eq. (11), SMD/ 
A ~ WeS °47l . Equation ( 11 ) shows a weaker effect of Weber 
number; the power is changed from -0.74 to -0.471. This is 
because Eq. (4) of Wu et al. (1992) only has a single factor, the 
Weber number, to determine the droplet size. Here the effects of 
turbulent intensity and Weber number are combined; there are 
two factors in Eq. (11). The second factor (ko3/5[Wo 6/5) takes 
away (or shares) some effects from the first one. Some of 
the Weber number effect is shifted to the second factor; the 
parameter (ko3/S/Wo 6/5) could be a function of the Weber num- 
ber. 

Multidimensional Spray Predictions. Figure 6 illustrates 
a comparison of the droplet sizes predicted by the spray codes 
(KIVA-2 and STAR-CD) and the two primary atomization 
models, and the test data for the CSMM injector. Both KIVA- 
2 and the modified primary atomization model presented here 
predict good droplet sizes. At a pressure drive of 270-1015 kPa, 
the modified primary atomization model predicts a SMD of 
74.2 to 48.8 #m and KIVA-2, 71.4 to 49.2 #m at 7.6 cm (3 
in.) downstream of the injector. Both predictions are very close 
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Fig. 6 Measured SMD's and predictions from KVIA, STAR-CD, and two 
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to the measured SMD's of 72 to 45/zm. The primary atomiza- 
tion model by Wu et al. (1992) predicts decent droplet sizes at 
high pressures (>810 kPa), but poor results at low pressures 
( <540 kPa). This limits the applications of this primary atom- 
ization model because most of today's automotive gasoline in- 
jectors are operated at a relatively low pressure, around 270 
kPa. STAR-CD fails to predict any droplet breakup at a pressure 
drive of 270 kPa. All droplets remain at their initial size of 
212.5 #m, which is the size of the square orifice. (The prediction 
of STAR-CD is off the scale in Fig. 6.) This is because the 
droplet breakup models in STAR-CD are only good for second- 
ary atomization where both the aerodynamic forces and the 
fluid internal forces (surface, inertial, etc.) are important. The 
operating conditions of current gasoline fuel injectors make the 
spray breakup in the primary atomization regime. Weber num- 
ber based on air property, Weg.A = pgw2oA/cr for the CSMM 
injector, ranges from 1.8 to 7.0 at a pressure drive of 270-1015 
kPa. The Weber number in this range is either too small or 
barely large enough to initiate the Bag breakup, let alone the 
Stripping breakup needed at a higher Weber number. 

Besides droplet sizes, KIVA-2 also provides other important 
spray information. Spray flow rates for various pressure drives 
are shown in Fig. 7. Radial distance starts from the center of 
the injector. No spray at the injector center indicates it is a 
hollow spray. This is because the four nozzles are located at a 
distance away from the center. At higher pressures, the peak of 
the spray flow rate moves toward the injector center, and the 
spray has more axial momentum and expands less in the radial 
direction. By integrating the spray flow rates, the volume accu- 
mulation and the spray edge are obtained (see Fig. 8). The spray 
edge is defined as the location where the volume accumulation is 
95 percent of the total volume (SAE, 1992). As the pressure 
increases, the spray edge moves closer to the injector center 
(r = 0). The spray is narrower, which is consistent with the 
experimental observations (Lai et al., 1994). With the radial 
and axial locations of the spray edge, one can determine the 
spray angle through simple calculations. Comparison of the 
predicted and measured spray angles are shown in Fig. 9. The 
measurements were adopted from Lai et al. (1994) where the 
angles were measured on the photographs of spray jets. The 
measured spray angles only represent the approximate values 
since it is not easy to get a clear-cut view of spray edges from 
the photographs. Even so, KIVA-2 still predicts reasonably 
good spray angles. 

Injector Flow Performance. Several items related to the 
injector internal flows are of interest: first, the turbulent kinetic 
energy at the orifice, which is important to determine droplet 
sizes in the primary atomization models, and the initial droplet 
oscillation in KIVA-2; second, the flow rates and velocities at 
the orifice, which are needed to estimate the initial droplet num- 
bers, spray angle, and velocities for KIVA-2 and STAR-CD; 
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Fig. 7 Distribution of spray flow rates at 7.62 cm (3 in.) downstream of 
the CSMM injector exit. The event time is 100 ms and the pressure drive 
is 270-1015 kPa. 
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Fig. 8 Distribution of spray volume accumulation at 7.62 cm (3 in.) 
downstream of the CSMM injector exit. The event time is 100 ms and 
the pressure drive is 270-1015 kPa. 

finally, the discharge coefficient, which defines the efficiency 
of the injector metering process, and is an important parameter 
that characterizes the metering process of the injector. 

The turbulent kinetic energy distributions at the injector ori- 
fices, which have significant effects on primary atomization of 
gasoline injection, are shown in Fig. 10. High turbulent kinetic 
energy regions are located at the outer regions near the nozzle 
walls. This is why more fine droplets are observed, as a result 
of primary atomization, at the outer edges of the spray. CSMMN 
has the highest overall turbulent kinetic energy and is expected 
to have the smallest droplet sizes. Since the only difference 
between CSMM and CSMMN is the gap height inside the com- 
pound nozzle, this gap height is a key parameter in increasing 
the turbulent kinetic energy. For the EDM injector, even though 
it has a higher turbulent energy region at the edge, it also has a 
larger region of low turbulent kinetic energy. Thus, the average 
turbulent kinetic energy of EDM is smaller, which produces a 
larger droplet size. 

The predicted static flow rates are reasonably good in compar- 
ison with test data to validate the CFD analysis of the injector 
internal flows. The uncertainty of prediction is around 10 per- 
cent. For example, the measured flow rates of EDM and CSMM 
at 270 kPa ( - 4 0  psi) of pressure drive are 1.76 and 1.84 g/s, 
and the predicted values are 1.949 and 1.833 g/s, respectively. 
The EDM and SMM injectors deliver almost the same flow 
rates under the same pressure drive, whereas the flow rates 
of CSMMN are much smaller. Thus, CSMMN has the lowest 
discharge coefficient, which is defined as the ratio of the actual 
mass flow to the ideal mass flow (Heywood, 1988), 

Cd = [actual mass flow]/[ideal mass flow] 

2 " . as.5 pf~,Pl - -  P2) | 
= rhrea,/a2 ~ -~(-A~A--~i) J (19) 
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Fig. 9 Measured angles of the CSMM injector and predictions from 
KIVA at a pressure drive of 270-1015 kPa 
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Fig. 10 Distribution of turbulent kinetic energy at the orifices of (a)  EDM,  (b) SMM,  (c) CSMM,  and 
(d) C S M M N  injectors. The pressure drive is 270 kPa. 

where the subscripts 1 and 2 denote the inlet and downstream 
of the orifice, respectively. In fuel injectors, the orifice area is 
much smaller than the inlet area (i.e., A2/A1 ~ 1). Therefore, 
Eq. (19) is simplified to 

Ca = rhreJA2[ 2pf(pl - p 2 ) ]  0"5 

rhreJAo[2pj(pl - Pexlt)] 0"5 (20) 

where Ao is the orifice area and Pexit is the pressure at the exit. 
In the pressure drive of 270-1015 kPa ( ~ 4 0 - 1 5 0  psi),  the 
discharge coefficients for these four injectors barely change. 
For example, Ca = 0.495-0.505 and 0.691-0.719 for CSMM 
and EDM injectors, respectively. The flow rates at high pres- 
sures can be estimated from Ca at low pressures without losing 
much accuracy. 

Conclusions and Recommendations 
• Spray breakup in gasoline injection is mainly in the pre- 

liminary atomization regime in most automotive applica- 
tions at a pressure drive of 270-1015 kPa ( ~ 4 0 - 1 5 0  
psi). 

• The modified primary atomization model developed here 
and the KIVA-2 code predict good droplet sizes. The 
STAR-CD code predicts no spray breakup. The primary 
breakup model developed by Wu et al. (1992) is not 
robust enough for comprehensive injector nozzles. 
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A Stability Analysis of a Rotor 
System With Electromagnetic 
Control Forces 

However, many of the investigators mentioned above have 
not accounted for the stability of a flexible rotor system with 
electromagnetic control forces. The stability analysis of the sys- 
tem with these forces is investigated in this paper. 

M. Z h u  I 

The stability analysis of a rotor system with electromagnetic 
control forces is investigated. The formulas for the electromag- 
netic forces between the stator and rotor of the electromagnetic 
actuator are derived with respect to the displacements of  the 
journal center and coil currents. The minimum setting values 
of the controller, and the relationship between mode shapes at 
the positions of sensors and actuators of the system, are given 
by using a perturbation method and Routh-Hurwitz theory. 

Introduction 
In recent years, the development of electromagnetic beating 

technology (Schweitzer, 1990) enables active vibration control 
of the rotor system to be practical, because this kind of device 
can effectively suppress the vibration of the system. Many stud- 
ies concerning electromagnetic beatings can be found in the 
literature. Gondhalekar and Holms (1984) reported on the de- 
sign of magnetic beatings for long flexible shafts. Salm and 
Schweitzer (1984), Matsumura and Yoshimoto (1986), and 
Youcef-Toumi and Reddy (1992) discussed the modeling and 
controlling of flexible rotor systems with electromagnetic bear- 
ings. Bradfield et al. (1987) investigated the performance of an 
electromagnetic bearing used for rotor vibration control op- 
erating in the supercritical rotor speed condition. Ulbrich and 
Anton(1984) studied some details about magnetic bearing ap- 
plications. Hebbale (1985), and Hebbale and Taylor (1986) 
carried out a nonlinear theoretical analysis of magnetic beatings. 
Stanway and ReiUy (1984) presented a state space control 
method and a pole assignment method for the system. Lee and 
Kim (1992) discussed modal test and suboptimal vibration con- 
trol. Tong and Wang (1992) calculated the electric current of 
optimal output feedback control. Humphris et al. (1986), and 
Williams et al. (1991) studied the effect of control algorithms 
on properties of magnetic journal beatings and made a compari- 
son of analog and digital controls. Nonami and Yamanaka 
(1990) and Kasarda et al. (1990) did some important experi- 
ments. 
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Equation of Motion of the Rotor System 
The equation of motion for n degrees of freedom of the 

system with electromagnetic control forces can be written as 

[M]{Y} + [C]{X} + [K]{x} = {F(t)} + {u(t)} (1) 

where [M], [C], and [K] are the n × n inertia matrix, damping 
matrix, and stiffness matrix, respectively. { F(t)  } and { u(t) } 
are the n x 1 external perturbation force vector and control 
force vector. 

Electromagnetic Force 
The control forces { u(t) } in Eq. ( 1 ) are the electromagnetic 

forces induced by the electromagnetic actuator as shown in Fig. 
1. The actuator consists of a stator and rotor. There are eight 
control coils and four static ones on the stator. All of the electro- 
magnets have the same cross-sectional area, all coils have the 
same number of windings, that is, S1 = $2 = . . .  = $8, N1 = 
N2 = . . .  = N8. The control currents are i, and static currents 
are Io. According to electromagnetic theory, the electromagnetic 
forces induced by every pair of electromagnets can be repre- 
sented as follows: 

IzoSN21~ 
f~ 48' 2 cosqo i =  1,2 . . . . .  8 (2) 

where f is the attractive force between electromagnets of the 
stator and rotor, #o is the permeability in the air gaps between 
the stator and rotor, S is the effective area of the cross section 
of one electromagnet, N is the number of windings around the 
core, li is the coil current that is equal to a control current and 
static current, 6i is the radial clearance between the stator and 
rotor of the actuator, So is the corresponding half angle of a 
radial magnetic circuit as shown in Fig. 1. 

Equation (2) is derived upon the following assumptions: The 
magnetic fields in the air gap and core are uniformly distributed. 
The ferromagnetic material has the property of nonsaturation, 
The effects of the leakage and overflow of the magnetic flux 
are ignored. 

When the rotor deviation from the journal center is x and y, 
the radial clearance for the angle al can be written as: 

6i = 6 0 - x c o s c e i  + y s i n a l ,  i = 1,2 . . . . .  8 (3) 

where c~ is shown in Fig. 1. 
The corresponding coil currents are 

6 = I 8 = I o - i ~  

1 2 = 1 3 = g - i ~  
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The corresponding electromagnetic control force is 

stator df df Bf 
{fi} = {/.} + -f- {6xc} -k-£{6xm} -c^{Sxm] (10) 

ox oix oix 

Substituting Eqs. (6), (7) and (10) into Eq. (1) , the perturbed 
equation of the system is of the form: 

Fig. 1 Electromagnetic actuator geometry 

h — h = ô + h 

h = h = h + h (4) 

So the resultants of the electromagnetic forces between the 
stator and rotor of the actuator in the horizontal and vertical 
directions are, respectively, of the forms 

fx = (/i - fi ~ fi + fi) cos ip cos a 

+ (fi - fi - fi + fi) cos ip sin a 

f = (fi + fi ~ ft - fi) cos ^ cos a 

+ (/i + fi - fs ~ fs) cos ip sin a (5) 

Stability Analysis 
According to the literature (Saito, 1985; Jean and Nelson, 

1990; Shiau et al„ 1993), the steady-state solution of Eq. (1) 
can be approximately described by 

[M]{Sx] + C + c —- ECI 
dix 

[6x) 

dx dix 

[&„,} = {0} (11) 

where the element of the cth row and the wth column in the 
Ecm matrix, and the mth row and the mth column in the Emm 

matrix are equal to one. The other elements are equal to zero. 
The corresponding eigenequation belonging to Eq. (11) is 

\\M] + X C+c^Ec, 
du 

ox oix 
i&c) = {0) (12) 

(13) 

The eigenvectors are normalized as follows: 

$ 7 [ M ] $ = / 

$T[K]$ = [w?] = A 

where $ = [$ i$ 2 • • • $,,], and 

{*}=${<?} (14) 

where {q} is the modal coordinate, and {q} = {q,q2 . . . q„}T. 
Substituting Eq. (14) into Eq. (12), and premultiplying by 

$ r , Eq. (12) becomes 

[X 2 /+ \C + K]q = (0) (15) 

where 

[xs] = [x0 } + S iuci] cos u>tt + X {"«'} s m utt (6) 

where Nw is an integer. To examine the stability of the steady-
state solution, the dynamics are perturbed and the resulting 
motion is expressed as 

+ \6x) (7) 

Assuming that the electromagnetic actuators are assigned at the 
points {xc} of the system, and the sensors at {xm}, we can 
express the electromagnetic forces as 

{fi} = {f}, + ^{Sxc}+^{6ic} 
OX Olx 

(8) 

where the subscript s denotes the steady-state solution. 
Consider a general feedback control with the following equa

tion: 

[5ic} = —k[8x,„} — c{6x„,} (9) 

and 

C = $ r [ C ] $ + c^E 
oix 

K=A~^E,„ + k^E 
dx oL 

E = $ r£ c ,„$ = [ev] 

Em = ®TEm„$ = [e'„] 

eu = §J(xc)%(xm) 

e'u = <S>J(xm)%(xm) 

If the eigenvalues satisfy 

| \ 2 / + \C + K\ = 0 

(16) 

(17) 

(18) 

where k is the proportional gain and c is the rate gain of a 
controller. 

and all of the real parts of eigenvalues in Eq. (18) are negative, 
the rotor system is stable. 
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Example 
For one example, consider the first critical rotational speed. 

Taking the first mode in Eq. (14), Eq. (18) can be simplified 
to: 

,2 df„, , ,.3& 

in which 

X2 + ( C, + c-^eu\\ 
oix 

where 

+ [ui--£ell+k-£en)=0 (19) 

C, = $ [ [ C ] $ , > 0 

e„ = $ [ ( ^ ) $ , ( x m ) 

e'u = <$>X{xm)<kx(xm) (20) 

According to the Routh-Hurwitz theory, the stability condi
tions of the system can be obtained as follows: 

en = max 
r c, / , + df,,\ 

dix 

k> H + lN/f-
c > 0 

= k0 

(21) 

Because the proportional gain k and rate c are both larger than 
zero, the sufficient conditions for a stable system are 

e„ = $[(*,)$, U J > 0 

£ > - " . + £ £ « ( 
9x 

c > 0 (22) 

For another example, consider the range of the first two 
modes. Using the same method described above, the sufficient 
conditions for a stable system are 

e„ = $[(Xc)*iU,) > 0 

«22 = $ l ' (X c )$ lUm) > 0 (23) 

% £n_ + £22 

, . dx w] wf 
ft > ~ 

1 

dix u>2, w\ dL 
fill , £22 

— 2 "• 2 

eil = $2(*m)$2(*m) 

e'n = $ 2 ( * m ) $ 2 ( * J (24) 

c > 0 (30) 
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